Topological optimization applied to 2D elasticity problems considering the geometrical nonlinearity
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ABSTRACT

Topological Optimization (TO) of structures in plane stress state with material elastic-linear behavior, but taking into consideration the geometrical nonlinearities, was performed and the results are presented herein. For this process, an evolutionary heuristic formulation denominated SESO (Smoothing Evolutionary Structural Optimization) associated with a finite element method was applied. SESO is a variant of the classic evolutionary structural optimization (ESO) method, where a smoothing process is applied in the “hard-kill” process of element removal – that is, their removal is done smoothly, reducing the values of the constitutive matrix of the element as if it were in the process of damage. It has been demonstrated that this non-linear geometric phenomenon clearly influences the final optimized topology when compared to an optimum configuration obtained with the equilibrium equations written at an undeformed position. Some numerical examples from literature are presented in order to show the differences in the final optimal topology when linear and non-linear analyses are used, allowing the verification of the importance of correctly analyzing the final optimum topology and as such, demonstrate the advantages of SESO as a structural optimization method.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

The optimizing process aims to find a suitable model, according to one or more cost criteria, so that certain design constraints can be minimized or maximized. It can involve a different production methodology in an industrial plant, aiming to improve production within less time or to reduce the cost of a product to replace a certain type of constitutive material. In the structural design field, it can be stated that optimization is the search for a better model to meet a specific project request.

Optimization can be divided into three types: parametric, where the structure presents a fixed shape and topology and varies (optimizes) only in constitutive materials used and/or the dimensions of the structural elements [1]; shape, where the structure presents a fixed topology, varying its shape and not having hole insertions; in other words, the design variables define the boundary of the domain whose shape is altering during the optimization process [2]; and topological, which is a generalization of other optimization modes, since in this case, the insertion of holes in the initial domain is permitted and the initial boundary can be eliminated [3]. Regarding the methods of optimization, according to [4], they can be classified as: Density approach (such as SIMP), Topological derivatives, Level set approach (for example, Hamilton–Jacobi equation), Phase field approach and Evolutionary approaches (such as ESO/BESO/SESO), the latter being considered as Discrete approaches, of which one (the SESO – Smooth Evolutionary Structural Optimization approach) was adopted in the method used in this work.

According to [5], when compared to the large amount of publications regarding small displacement topology optimization formulation, very few research works have been done on large displacements optimization field. Thus, the authors applied concepts of optimization considering geometrical nonlinear analysis under full loads using compliance as the objective function. The sensitivity of the mean compliance, since the optimization was accomplished by a gradient-based approach, used the adjoint method to calculate the derivatives.

Furthermore, according to [6], when a very large load is applied or structural deformation is also very large, material or geometrical nonlinearity, or both, may occur due to mechanical conditions. In order to obtain a more useful and valuable optimal structural
topology, satisfying the given constraints, the above nonlinearities should be considered in analysis and design. To carry out the nonlinear optimization problem, a modified algorithm based on the ant colony optimization algorithm was applied by the authors [6], but the search procedure is still not simple in terms of numerical implementation.

Applying the procedures performed by [5,6] led to numerical manipulation in the finite element analysis program, and insertion of more sophisticated mechanical models, such as dynamic, elastoplasticity, and non-linear geometric analyses, requiring more complex algorithms which need to be altered. SESO is a method that can easily be applied for a commercial program, since it evaluates the macroscopic part of each domain. The formulation presented in [7] for topology optimization of linear plane problems demonstrated to be a fast, reliable and robust optimization and it is therefore extended herein in the context of geometric nonlinear analysis. In order to verify the effects of geometric nonlinearity in the final topology, some examples are run with the SESO algorithm. The results show that the consideration of this kind of non-linear effect leads to a distinct topological configuration from that obtained with linear models. This demonstrates that a geometric nonlinear analysis is indispensable for the topological optimization process of structures undergoing large displacements.

The algorithm to solve topology optimization problems for geometrically nonlinear structures is illustrated using a flowchart (Fig. 4) and could easily be extended to others finite element models incorporating more complex phenomena related to material or dynamic behavior.

2. Smoothing evolutionary structural optimization (SESO)

SESO consists of a gradual removal of finite elements previously generated, in regions that do not effectively contribute to the structure (“inefficient materials”) by any of the criterion for rejection. This is a variant of the ESO (Evolutionary Structural Optimization) method that was developed by [8]. The authors present a method dedicated to perform modifications on the topology of a structure, in a simple way, using a heuristic (approximated) technique that gradually removes finite elements corresponding to the regions that do not effectively contribute to a better performance of the structural system.

Therefore, the entire structure is discretized with a fixed finite element mesh, also named design or extended domain, that includes the boundary conditions (forces, displacements, cavities and other initial conditions) of the elastic problem to be solved iteratively via FEM. Afterwards, the principal stress is evaluated at each element, and the highest stress value of the whole structure, the maximum von Mises stress, is taken as reference to be used in inequality (1a), as described in [7].

\[ \sigma_{r}^{m} < RR_{k} \times \sigma_{r}^{m}_{\text{max}} \]  

\[ RR_{k+1} = RR_{k} + ER \]  

where \( \sigma_{r}^{m} \) is the equivalent von Mises stress of the \( i \)-th element in the iteration and \( \sigma_{r}^{m}_{\text{max}} \) is the maximum effective stress of the structure in the iteration “i”; \( RR_{k} \) is the Rejection Ratio at the k-th steady state (0.0 < \( RR_{k} \) < 1.0), which is an input parameter that is updated using the Evolution Rate (ER). The evolutionary process is defined by adding the evolution rate to the Rejection Rate, presented in Eq. (1b), which is applied to control the removal process of the structure.

Hence, the elements that satisfy Eq. (1a) are gradually removed in the mesh by an iterative process until a steady state is achieved. This removal is done by altering the constitutive matrix, for example, by setting a very small value to that element’s stiffness (for instance \( D = 10^{-12} \)), which makes this element inefficient without the need to remake the mesh of the problem.

However, just the removal of the elements in the iteration, according to Eq. (1a), can often leads to an early or precipitated withdrawal of elements that should not be removed. This happens often due to the fact that during the evolutionary process a certain element that should not have been taken out was removed just to reach this equation. The generated solution is forced, non-optimal and possibly generates an unstable region called “chessboard” (or “checkerboard”), considered to be one of the major problems in topological optimization. To solve this problem, SESO proposes an organization of elements that does not satisfy Eq. (1a) such that \( p\% \) of these elements are removed and \( (1 - p\%) \) are returned to the structure. This return is accomplished by a regulating function that performs a smoothing procedure or, in other words, it weights elements with a higher potential for removal and removed elements that can be returned to the mesh. This procedure can minimize, or even eliminate, the “chessboard” because the voids of possible unstable regions are returned due to their neighbors. This procedure can be interpreted as follows:

\[...\]
where \( T = \Gamma_{\mathrm{IS}} + \Gamma_{\mathrm{CS}}, \Gamma_{\mathrm{IS}} \) is the domain of elements that should be effectively excluded, \( \Gamma_{\mathrm{CS}} \) the domain of elements which will be returned to structure, for \( 0 \leq \eta(T) \leq 1 \) is the regulating function that weights the value of the rate \( \sigma_{\mathrm{mm}}/\sigma_{\mathrm{mm}}^{\mathrm{max}} \) within the \( T \) domain, and this procedure can eliminate the checkerboard problem.

The proposed smoothing can be, for example, performed by \( \eta(T) \) using a linear function of the \( \eta(T) = \alpha + \beta T \) type or a trigonometric function of the \( \eta(T) = \sin(\alpha T) \) type. Because these two functions are continuous, they can be differentiated over all the \( T \) domain, and they have an image varying from 0 to 1, Fig. 1. Nonetheless, here the trigonometric function was used to weight the \( \Gamma_{\mathrm{CS}} \) domain. It is noteworthy that for smaller values of the element removal ratio used by the SESO optimization criterion, the more accurate the final design is, the more expensive it becomes because of greater computational time.

In addition, SESO also proposes a stopping criterion for element removal. The Performance Index \( [PI] \) is a dimensionless parameter that measures the efficiency of structural performance. Therefore, from the expression proposed by [9] and the smoothing generated by Eq. (3) that modifies the constitutive matrix in terms of structural thickness due to a direct linear relationship, the Performance Index, as demonstrated by [7], can be written as follows:

\[
[PI] = \left( \frac{\sigma_{\mathrm{mm}}^{\mathrm{M}}}{\sigma_{\mathrm{mm}}^{\mathrm{max}}} \right) \frac{A_0 - t}{\sum_{j=1}^{N} A_j \cdot t_j} = \left( \frac{\sigma_{\mathrm{mm}}^{\mathrm{M}}}{\sigma_{\mathrm{mm}}^{\mathrm{max}}} \right) \frac{A_0 - t_0}{\sum_{j=1}^{N} A_j \cdot t_j \cdot \eta(j)}
\]

where \( t_0 \) is the initial thickness and \( t_j \) is the thickness of the \( j \)-th element at the \( t \)-th iteration. Thus, the definition of the optimal topology is verified by this performance index, which is a factor of monitoring the structural performance. If this rate falls sharply, it is a strong indication that it exceeded a possible ideal or stationary configuration. However, there is no guarantee that this is the global optimum topology, but rather an ideal setup for an engineering configuration.

In terms of removal criteria for geometrical nonlinear problems, some authors such as [10–13] use mean compliance as the objective function to remove elements. The proposal of the present paper is to adopt a simpler criterion, regarding the computational implementation that guarantees acceptable results when compared to the results obtained from other techniques found in the literature. Thus, the methodology presented in Simonetti et al. [14], originally used for the optimization of linear structures, is applied here for the optimization of geometrical nonlinear structures. Moreover, the proposed geometrical nonlinear formulation (positional) is also different from the usual nonlinear formulations. It is an original approach that presents good results when compared to the literature. Another advantage of the proposed method is that it can be extended to optimization of dynamic problems. The negative effect is the maximum stress values that can occur during the removal process, as the inequality that governs the problem, Eq. (1a), is entirely dependent on the maximum stress value of the structure. That is, the maximum stress caused by the redistribution of the stress field can be inappropriate for larger topologies or for the case of slender structures. To minimize this problem, a filter was applied, with it consists in using an average value of stress considering the top ten stress values.

3. The adopted nonlinear finite elements approach

The formulation used in this article is based on the principle of stationary total potential energy of a structural system in equilibrium. The equilibrium position is related to a non-linear problem and the Newton–Raphson method is used for iterative processing of the displacement calculations. Of all the possible configurations in a flexible structure system with its actuating forces, that which corresponds to the maximum (or minimum) value of the total potential \( II \) is the equilibrium configuration. The total potential energy, \( II \), is the sum of the total strain energy, \( U \), and the potential energy of the total external forces, \( P = \sum \mathcal{F} \), in the analyzed initial structural volume \( V \) [15]. The energy function \( II \) is given by:

\[
II = U - P
\]

where

\[
U = \int_{V} u dV = \int_{V} \int_{\mathcal{C}} \sigma dxdV
\]

The specific strain energy, or strain energy by unit of volume, can be written in matrix form as follows:

\[
\frac{1}{2} \sigma^T e
\]

For the case of a plane stress state the specific strain energy can be written as follows:

\[
\frac{1}{2} \left( (c_{11} e_x^2 + c_{22} e_y^2 + c_{44} e_{xy}^2) - \frac{1}{2} (2c_{12} e_x e_y + 2c_{14} e_{xy} e_x + 2c_{24} e_{xy} e_y) \right)
\]

With the aim of developing a numerical method in accordance with [15], Eq. (4) was minimized for the energy function.

\[
\frac{\partial II}{\partial X} = \int_{V} \frac{\partial u}{\partial X} dv - F = 0
\]

It is important to observe the non-linear nature of Eq. (8), because \( u = u(\xi_x, \xi_y, \xi_{yy}) \). The variable \( \mathcal{X} \) represents nodal positions, horizontal as well as vertical. In reality, Eq. (8) represents a set of non-linear equilibrium equations for each nodal position. The solution for the set of equations represented by (8) is the equilibrium of the structure in the deformed position for maximum and minimum strain energy.
minimum energy conditions and can be solved directly by algorithms of Quasi–Newton type, where the iterative process includes only the vectors related to the external forces applied and the internal equilibrium forces of the nonlinear problem to achieve the equilibrium position. The most stable strategy is the solution of the equations by algorithms of the Newton–Raphson procedure. Consider that there is a nonlinear function represented in Eq. (9), whose residual vector \( g(X) \) in the equilibrium position is zero.

\[
g(X) = \int_{V} \frac{\partial u}{\partial x} dV - F = 0 \tag{9}
\]

Then the function \( g(X) \) is linearized by a first order Taylor expansion, whose solution is performed via an iterative search procedure. Purposely considering the first order Taylor expansion, an approximation error is introduced that will be compensated by the iterative algorithm:

\[
0 = g(X) = g(X_0) + \nabla g(X_0) \Delta X
\tag{10}
\]

Eq. (10) is used to calculate the deformed positions in nonlinear equilibrium.

\[
\nabla g(X_0) \Delta X = -g(X_0)
\tag{11}
\]

The gradient of the residues function \( g(X) \) is the Hessian matrix \( \nabla^2 g(X_0) \) of the problem. The vector for the residuals is calculated based on Eq. (9).

The first derivatives for the specific strain energy in relation to the nodal positions are integrated into the volume according to Eq. (9), and it can be developed according to the chain rule:

\[
\frac{\partial u}{\partial X_j} = \frac{\partial u}{\partial x} \frac{\partial x}{\partial X_j} + \frac{\partial u}{\partial \gamma_{XY}} \frac{\partial \gamma_{XY}}{\partial X_j}\]

\tag{12}

The specific strain energy derivatives in relation to the (deformed) components are calculated according to Eq. (7).

\[
\frac{\partial u}{\partial x} = c_{11} \varepsilon_x + c_{12} \varepsilon_y + c_{14} \varepsilon_{XY}
\tag{13}
\]

\[
\frac{\partial u}{\partial \varepsilon_y} = c_{22} \varepsilon_y + c_{12} \varepsilon_x + c_{24} \varepsilon_{XY}
\tag{14}
\]

\[
\frac{\partial u}{\partial \gamma_{XY}} = c_{44} \gamma_{XY} + c_{14} \varepsilon_x + c_{24} \varepsilon_y
\tag{15}
\]

The second derivatives for specific strain energy in relation to the strain components that were utilized to calculate the Hessian matrix are presented in Table 1. The second strain derivatives for specific strain energy in relation to the nodal positions are integrated in the volume for the Hessian matrix calculation and it can be developed according to the following chain rule:

\[
\nabla g(X) = \int_{V} \frac{\partial u}{\partial x} \frac{\partial u}{\partial X_j} dV
\tag{16b}
\]

where

\[
\frac{\partial}{\partial X_j} \left( \frac{\partial u}{\partial x} \frac{\partial u}{\partial x} \right) = \frac{\partial}{\partial X_j} \left( \frac{\partial u}{\partial x} \frac{\partial u}{\partial x} \right) + \frac{\partial u}{\partial x} \frac{\partial }{\partial x} \frac{\partial u}{\partial x} + \frac{\partial u}{\partial \gamma_{XY}} \frac{\partial }{\partial x} \frac{\partial u}{\partial \gamma_{XY}}
\tag{17}
\]

\[
= \frac{\partial^2 u}{\partial x \partial x} \frac{\partial u}{\partial x} + \frac{\partial^2 u}{\partial x \partial \gamma_{XY}} \frac{\partial u}{\partial \gamma_{XY}} + \frac{\partial^2 u}{\partial \gamma_{XY} \partial \gamma_{XY}} \frac{\partial u}{\partial \gamma_{XY}} + \frac{\partial u}{\partial x} \frac{\partial }{\partial x} \frac{\partial u}{\partial x} + \frac{\partial u}{\partial \gamma_{XY}} \frac{\partial }{\partial x} \frac{\partial u}{\partial \gamma_{XY}} + \frac{\partial u}{\partial \gamma_{XY}} \frac{\partial }{\partial x} \frac{\partial u}{\partial \gamma_{XY}}
\]

\[
+ \frac{\partial u}{\partial \gamma_{XY}} \frac{\partial }{\partial x} \frac{\partial u}{\partial \gamma_{XY}}
\tag{16a}
\]

Thus, the Newton–Raphson iterative process is summarized as follows:

Assume \( X_0 \) as the initial configuration (non-deformed). Compute the vector of residues \( g(X_0) \) through Eq. (9); Find the Hessian matrix \( \nabla^2 g(X_0) \) through Eq. (16b); Solve the system defined in Eq. (11) to find \( \Delta X \); Update nodal positions: \( X = X_0 + \Delta X \). Return to step 1 until \( \Delta X \) is sufficiently small.

The finite element utilized to solve the nonlinear system is the Quadratic Strain Triangle (QST), being that the element in study is of triangular geometry with a total of 10 nodes, according to Fig. 2. The non-dimensional parameters \( \xi_1, \xi_2 \) and \( \xi_3 \) are the homogeneous coordinates of the triangular element (or triangular coordinates) given by \( \xi_3 = 1 - \xi_1 - \xi_2 \).

The displacements distributions are expressed as complete cubic. To satisfy the displacement compatibility between the elements, the displacement function should only depend on the displacement of the nodes of the side in question. As the function is cubic, four nodes per face of the element are necessary, together with one node in its interior. This node is necessary to maintain the integrity of the polynomial, since if the polynomial is not complete, the rigidity will have an undesirable direction. Besides this, the node should be preferentially in the centroid of the element [16]. The QST is not an isoparametrical element, but it has good approximation for the stress and strain fields.

The numerical integrations \( \int_{V} \frac{\partial u}{\partial x} dV \) and \( \int_{V} \frac{\partial^2 u}{\partial x \partial x} dV \), presented in Eqs. (20) and (21), are calculated using 7 Hammer points per finite element.

\[
\int_{V} \frac{\partial u}{\partial x} dV = \sum_{i=1}^{7} \frac{\partial u(\xi_i)}{\partial x} \omega_i \det(A_0(\xi_i))
\tag{20}
\]

\[
\int_{V} \frac{\partial^2 u}{\partial x \partial x} dV = \sum_{i=1}^{7} \frac{\partial^2 u(\xi_i)}{\partial x \partial x} \omega_i \det(A_0(\xi_i))
\tag{21}
\]

4. Topology optimization applied to geometrical nonlinear problems

When considering geometric imperfections or large configuration changes in structural analyzes, there are no longer linear
relation between displacements and applied forces. The change in geometry, compared to a preset initial configuration, may be due to an error in the manufacturing of the structural part, due to a mounting error of the material according to its purpose or due to displacements and rotations of the original setting by any load. When the structure undergoes large displacements according to the load applied, problems can appear from structural instability and internal forces that are not initially foreseen will appear too. Thus, a geometric nonlinear analysis is necessary.

The nonlinear analysis must be taken into account during the topology optimization process in order to influence on the stress flux developed in the structure and consequently on the optimal topology configuration.

According to the flowchart below (Fig. 3), in order to obtain the optimum topology, the elements are removed by respecting an established stop criterion (Performance Index or Maximum Volume). The element removal criterion presented herein was performed using stresses, or in other words, the elements that have values lower than the maximum active stress are removed. In this sense, whether it is a linear or a nonlinear analysis, that optimizer only removes the elements that do not satisfy the preset stress criterion. Still, it is interesting and important to observe that the optimum models for linear and nonlinear analysis are not always behaves in the same manner. This is due to the difference in the stress distribution of the finite elements along the iterations that remove these elements and also due to the nonlinear nature of some structures, depending on the geometry and conditions of the initial boundaries.

After ending all load steps, an analysis of the von Mises Stress of the element and Maximum von Mises Stress of the structure is performed in order to define the elements to be removed. Further, the next optimization iteration is performed.

5. Numerical examples

The results from the linear and nonlinear modeling are now presented. In the unmentioned cases, the linear results were obtained by the formulation presented in [7], where not only the finite element with 9 degrees of freedom, three at each vertex of the triangle, but also all formulation is distinct from the one previously shown.

For the nonlinear case, the algorithm was implemented using the Fortran 90 programming language (compiled using Compaq Visual Fortran v6.6 environment) by authorship of the authors of the manuscript. The solver used for iterative Newton–Raphson procedure is the free subroutine MA27 by HSL Mathematical Software Library. To generate DXF images along optimization steps, the free source routines DXFortran were used. The same routines were used for the linear case. But the main difference for the linear case, besides the formulation, is the absence of the Newton–Raphson procedure.

For the first three numerical examples, analyses were performed and depicted through curves load versus displacement during the iterative optimization process.

The variation of maximum von Mises stress and displacement versus iteration during the optimization process is illustrated graphically. These elements and nodes monitored are located at the same position where the load is applied. For the last numerical example, a displacement evolution, regarding the upper-right node, is shown. For numerical analyses, a simpler membrane finite element has been used.

In the nonlinear analyses for the optimum topology and its respective displacements, the total load is applied in ten incremental load steps.

5.1. Plate attached at each end at the center node

This example consists of a rectangular plate simply supported at the center of both extremities. The load is applied upwards, in the upper center, and has the support conditions and structural geometry indicated in Fig. 4.

The data for the problem has 2700 triangular finite elements in the linear analysis, and for the nonlinear analysis. The Young's modulus is $E = 10,000 \text{ N/cm}^2$; the Poisson's ratio is $\nu = 0.3$ and the thickness is 0.1 cm. For the linear analysis, the parameters are: final volume equal to 20%; the optimization procedure used
the parameters \( RR = 0.75\% \), \( ER = 1\% \) and volume removal by iteration equal to 75%. For the nonlinear analysis, the same values apply, but \( RR = 3.5\% \) and \( ER = 5.85\% \).

These are the same data used by [5], for the same problem. The evolution of the optimization process during linear analysis is shown in Fig. 5 and is compared with the results obtained by [5], indicated in Fig. 7. The evolution of the optimization process for the geometrically nonlinear analysis is shown in Fig. 6, which can be compared with that obtained by [5], Fig. 8.

By making a comparison between the maximum von Mises stress and the optimization iteration for linear and nonlinear cases, obtained was the graph indicated in Fig. 9. Notice that the maximum stress for the optimum structure, when the nonlinear effect is considered, is around 1.2 times greater than the maximum tension for the optimized linear configuration. Inevitably, the final topologies are very distinct, since the influence of reaching the equilibrium condition in the deformed position creates stress flows that result in strong differences, showing how important it is to evaluate the optimization problem considering this effect in structures where this phenomenon is relevant.

In addition, when a comparison is made between the displacements in accordance with each analysis, the Figs. 10 and 11 are obtained, respectively.

Moreover, for the nonlinear analysis, it can be seen that the model presents a smooth curve, appearing in the interface between the linear and nonlinear results and remembering that the point of analysis is the same as that of the load application. Notice that for the final iterations, the geometrically nonlinear problem presents smaller displacements that the linear one. Furthermore, the slope
of the resulting curve for the nonlinear problem is greater than that of the linear case, consequently indicating greater structural stiffness.

5.2. A slender plate attached at the vertices

This example consists of a slender rectangular sheet simply supported at all vertices. The load is applied on the lower center, and has the support conditions and structural geometry displayed in Fig. 12.

The data for the problem are: 2880 triangular finite elements in the linear analysis, and for the nonlinear analysis; the Young’s modulus is $E = 3000 \text{ N/cm}^2$; the Poisson’s ratio is equal to 0.3, the thickness is 0.1 cm, the height is 2 cm and the length is 16 cm. For the linear analysis the parameters are: final volume equal to 40%, the optimization procedure used parameters $ER = 1.75\%$, $RR = 1\%$, volume removed per iteration is 1.75%. For the nonlinear analysis, the same values was applied, but $RR = 3.5\%$ and $ER = 10.75\%$.

This problem was also studied by [6] and by [17]. The optimal topology for linear analysis is indicated in Fig. 13, and in Fig. 14 is shown the optimal topology for the nonlinear analysis. The final optimum topologies found by [6] for the linear and nonlinear analysis, respectively, are presented in Figs. 15 and 16.

When comparing the maximum von Mises stress of the iterations displayed in Fig. 17, their behavior shows that the maximum stresses in the nonlinear cases are superior to those of the linear, as is expected.

Fig. 18 displays a comparison between the displacements in accordance with each analysis. The displacements in the linear analysis increase a lot after the removal of the lower members, but beginning with a relatively smaller difference. Given their fast initial removal in the nonlinear analysis, the displacements already increase considerably in the third iteration, since the plate is long.

After this, the values undergo very small variation. In the present example, the curve is well defined, demonstrating the relevance of the nonlinearity for the model. For this same example, notice in Fig. 19 that the final iteration of the nonlinear problem displays an initial stiffness that is greater than in the linear case and increases in an asymptotic manner, characterizing an increase in structural stiffness for this type of analysis.

5.3. Square plate loaded at the geometric center

The design domain and the boundary conditions of the square plate are shown in Fig. 20, designed to support a concentrated load of 20 kN.

The data for the problem are: 1800 finite elements for the linear analysis, and for the nonlinear analysis; the Young’s modulus is $E = 2E6 \text{ N/cm}^2$; the Poisson’s ratio is equal to 0.3, the thickness is 1 cm. For the linear analysis the parameters are: final volume equal to 20%, the optimization procedure used parameters $ER = 1.5\%$, $RR = 1\%$, volume removal per iteration is 15%. For the nonlinear analysis, the same values apply, but $RR = 3.5\%$ and $ER = 12.75\%$.

This problem was also studied by [6]. The evolution of the optimization process for the linear analysis is shown in Figs. 21–23, the latter being its optimum topology.

The evolution of the optimization process for the geometrically nonlinear analysis using the formulation presented herein is shown in Figs. 24–26. The final optimum topologies found by [6] for the linear and nonlinear analyses are displayed in Figs. 27 and 28, respectively.

The optimized shape of this example is analogical with the optimized shape of the bi-supported square plate subject to pure
shearing as presented in [17]. Notice that in the nonlinear case, the members subjected to compression result in a region of greater area in comparison with members subjected to tension, in contrast with the linear case, where they are almost symmetrical. This occurs in function of the nonlinear effect that mobilizes a greater compressed region, due to the second order effect that increases the region of the compression struts. Fig. 29 shows a comparison between the maximum stress for each iteration of the two models. It should be observed that the maximum stresses in the final topology for the linear case is 10% greater to that of the nonlinear one, since the compression struts in the linear model are narrower, generating greater stresses. In the nonlinear case, greater stresses are found in the lower elements and for this reason, they are thicker compared to the linear ones.

Fig. 16. Optimal setting by [6], nonlinear analysis of a slender plate attached at the vertices.

Fig. 17. Maximum Von Mises Stress versus number of iteration: both analyses of a slender plate attached at the vertices.

Fig. 18. Force versus Displacement during the iterative linear optimization process of a slender plate attached at the vertices.

Fig. 19. Force versus Displacement during the iterative nonlinear optimization process of a slender plate attached at the vertices.

Fig. 20. Design domain of the square plate.

Fig. 21. Optimization history at iteration 30, linear analysis.

Fig. 22. Optimization history at iteration 80, linear analysis.
Fig. 30 demonstrates a comparison between the displacements in accordance with each analysis. The displacement values from the linear analysis greatly increase during the last iterations, in contrast with those of the nonlinear analysis, where the values greatly increase in the first iterations (fast initial removal) and do not undergo great alterations until the final optimum topology. The displacement values for final iterations of the nonlinear analysis are less than those of the linear one, since the inclination of the straight line in the final iteration in the case of the nonlinear
one is greater than that of the linear one, i.e. the optimized form of the nonlinear problem presents greater stiffness than that of the linear problem. For this example, the curve of the linear analysis is smooth (short plate) since it is at the interface between the linear and nonlinear ones, according to Figs. 30 and 31.

5.4. Support plate for an eolic turbine

The objective of this example is to apply the TO method presented in this article for the optimization of a support plate to generate electricity in an eolic turbine.

The optimized conception should present the same volume of the initial proposed conception, presented in [18], i.e., a new functional topology without holes.

The TO process begins with a rectangular plate base that is attached at each end on the left-hand side. A load distribution is applied on its upper side and has the dimensions displayed in Fig. 32. The objective of the analysis is to obtain the lightest
possible self-weight for the plate to meet the structural demands of supporting a turbine generator.

The data for the problem are: 2880 triangular finite elements for the linear and nonlinear analyses; the Young’s modulus is $E = 2.05E7 \text{ N/cm}^2$; the Poisson’s ratio is equal to 0.29, the thickness is 1 cm. For the linear analysis, the parameters are: the final volume is equal to 45%, the optimization procedure used parameters $ER = 2.5\%$, $RR = 1.5\%$. For the nonlinear analysis, the same values apply, but $RR = 3.5\%$ and $ER = 4\%$.

The evolution of the optimization processes for the linear and nonlinear analyses are displayed in Figs. 33–38.

Fig. 39 displays a comparison of the maximum stress of each iteration between the two models.

The results for the TO in geometrically linear and nonlinear conditions were similar due to the imposed initial conditions (distributed load) and the final volume to be achieved by the optimized structure. The achieved volume should be great so that the imposed load can be efficiently distributed to the turbine’s mast. It is notable that the topologies for both of the analyses was similar, which suggests that the final optimum topology is ideal for the proposed problem. The maximum von Mises stress for both analyses were close to each other, see Fig. 37, guaranteeing that the optimization problem can be treated in a linear form when considering small displacements. The graphics in Fig. 42 present a comparison between the displacements in accordance with each analysis, as indicated in Figs. 40 and 41.
The displacements, as well as the stresses of each analysis, were similar, reinforcing the hypothesis that the optimum topology is adequate for the considered problem.

6. Conclusion

The optimal topologies generated by the linear and nonlinear analysis, mainly when in presence of large displacements, can be completely different. Therefore, the geometric nonlinearities effects, in this case, are indispensable and must be incorporated into the topology optimization procedure in order to avoid yielding a false optimal topology or even an uneconomic structural design, if a linear analysis is carried out. The structures of the examples presenting with a moderate to large nonlinear geometric behavior, analyzed through curves load versus displacement during the iterative optimization process, show an optimal topology much stiffer than those linear ones. This demonstrates how important is to take into account these nonlinear geometric effects, mainly for those structures with large configuration changes. As already mentioned, the incorporation of these effects produce a different flux of stresses during the evolution of optimization and consequently in different optimized shapes. In the last case presented, the linear and nonlinear geometric optimizations furnished almost the same solutions, but differed in the total number of iterations.

In all of the examples, significant differences were observed between the number of iterations needed to search for the linear and nonlinear geometric optimization solutions. Finally, different behaviors were observed for problems with concentrated and distributed forces, suggesting that in the latter case, there was a smoothing of the initial conditions.

The main advantage of ESO based methods is that they do not require gradient calculation of the objective function, usually resulting in a faster convergence. Indeed, even the objective function is not usually available for most of structural optimization problems found in real engineering applications [19]. The calculation of the gradient is computationally expensive and for cases where the objective function presents discontinuity or complex functions this calculation is not always easy, or feasible, to achieve [20].

In conclusion, the SESO optimization method coupled with a positional finite element formulation applied for geometrically nonlinear plane stress problems proved to be precise and efficient, demonstrated by results that were very similar to those produced by other different methods and formulations.
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