# Hidden symmetries of dynamics in classical and quantum physics 

Marco Cariglia*<br>DEFIS, Universidade Federal de Ouro Preto, Campus Morro do Cruzeiro, 35400-000 Ouro Preto, MG-Brasil

(published 22 December 2014)


#### Abstract

This article reviews the role of hidden symmetries of dynamics in the study of physical systems, from the basic concepts of symmetries in phase space to the forefront of current research. Such symmetries emerge naturally in the description of physical systems as varied as nonrelativistic, relativistic, with or without gravity, classical or quantum, and are related to the existence of conserved quantities of the dynamics and integrability. In recent years their study has grown intensively, due to the discovery of nontrivial examples that apply to different types of theories and different numbers of dimensions. Applications encompass the study of integrable systems such as spinning tops, the Calogero model, systems described by the Lax equation, the physics of higher-dimensional black holes, the Dirac equation, and supergravity with and without fluxes, providing a tool to probe the dynamics of nonlinear systems.
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## I. INTRODUCTION

The role of symmetries in physics is ubiquitous. They can appear either as a useful tool to describe special systems and configurations or as a fundamental building block of a theory itself. The standard model of particle physics and general relativity are two examples of the latter type, as well as their supersymmetric extensions. String theory with its considerable amount of symmetries and dualities is another. In particular, the usefulness of the idea of symmetry is that it can be fruitfully applied to diverse areas, such as relativistic and nonrelativistic theories, classical and quantum, and to different types of systems within each of these areas.

Symmetries have been successfully used in physics so much that a stage has been reached where a more refined strategy might be needed. Take the example of general relativity. There the most common meaning of the word symmetry is associated with that of isometry, that is a spacetime diffeomorphism that leaves the metric invariant. A one-parameter continuous isometry is linked to the existence of Killing vectors. Therefore, much of the activity in the area related to using symmetries to solve Einstein's equations or the equations of motion of other systems has been directed toward finding metrics admitting Killing vectors. Such activity has probably already reached its maturity and it is unlikely that any genuinely new insights will emerge from it. However, there are other types of symmetries that might be used. Instead of looking at the symmetries of a spacetime, the isometries, one can consider a physical system evolving in a given spacetime (whose metric for simplicity we assume here to be fixed, in the limit of zero backreaction), and analyze the symmetries of the dynamics of such system. By symmetries of the dynamics we mean here, for a classical system, transformations in the whole phase space of the system such that the dynamics is left invariant. For a quantum system instead we mean a set of phase space operators that commute with the Hamiltonian or with the relevant evolution operator and transform solutions into solutions. In the literature such symmetries are often referred to as hidden symmetries.

This review focuses on this class of symmetries. In earlier literature these have been known and discussed although not systematically; see, for example, Havas (1975), Woodhouse (1975), and Crampin (1984). However, in recent years interest in this subject has been renewed due to the discovery of the nontrivial example of hidden symmetries in higherdimensional rotating black hole metrics (Frolov and Kubizňák, 2007). It has been shown that these metrics admit special tensors such as Killing vectors, Killing tensors, and Killing-Yano tensors, which will be discussed in detail in Sec. II. Such tensors are responsible for the fact that several physical systems in these spacetimes present hidden symmetries of the dynamics and as a consequence their equations of motion are separable and integrable. Such known systems are geodesic motion, the Klein-Gordon equation, the Dirac
equation, stationary strings, tensor gravitational perturbations, and the bosonic sector of the supersymmetric spinning particle (Frolov, Krtouš, and Kubizňák, 2007; Krtouš, Kubiznák, Page, and Frolov, 2007; Kunduri, Lucietti, and Reall, 2006; Krtouš, Kubizňák, Page, and Vasudevan, 2007; Kubizňák and Frolov, 2008; Page et al., 2007; Oota and Yasui, 2010; Cariglia, Krtouš, and Kubizňák, 2011b; Kubizňák and Cariglia, 2012). It is not clear at this stage if the same kind of behavior applies to spin 1 fields and the remaining gravitational perturbations. Since the appearance of the black hole metrics, other examples of systems with hidden symmetries of the dynamics have been discovered providing metrics with new nontrivial Killing tensors of order $\geq 3$ (Gibbons et al., 2011; Galajinsky, 2012; Cariglia and Gibbons, 2014).

When there are enough independent isometries and hidden symmetries a system is integrable. There are known examples of integrable classical systems in the literature, such as, for example, special spinning tops, the Calogero model, the inverse square central force motion (Kepler problem and classical hydrogen atom), the problem of geodesic motion on an ellipsoid (first discussed by Jacobi in 1839), the Neumann model, the motion in the presence of two Newtonian fixed centers, the quantum dot, and the spinning particle, which will be discussed in this review. In the case of higher-dimensional black holes the integrability is related to the existence of a nondegenerate principal Killing-Yano tensor. Spacetimes with hidden symmetries generated by degenerate principal KillingYano tensors have been discussed by Houri, Oota, and Yasui (2009). They have a richer structure and, on the other hand, in general do not have enough isometries or hidden symmetries to guarantee full integrability of the related dynamical systems.

When considering quantum mechanical systems, the concept of hidden symmetries can still be applied fruitfully. Now one is looking for operators defined on phase space that commute with the appropriate evolution operator, for example, the Hamiltonian for the Schrödinger equation, the wave operator in the case of the Klein-Gordon equation, or the Dirac operator for the Dirac equation. However, in the quantum mechanical case the classical hidden symmetries can be anomalous. In the case of the Klein-Gordon equation, for example, it is possible to construct operators using Killing tensors, when present, such that in the classical limit they provide hidden symmetries for the theory of the scalar particle. However, an anomalous term arises proportional to a contraction of the Killing tensor and the Ricci tensor of the spacetime. In some cases the anomaly will be zero, for example, if the metric is icci flat or if the Killing tensor can be written in terms of a Killing-Yano tensor, but in the general case the classical hidden symmetry will be broken by quantum effects. This phenomenon should be contrasted with the remarkable fact that when the symmetry operators can be built using Killing-Yano tensors, for example, in the case just mentioned or in the case of the Dirac equation, then there are no quantum anomalies. When considering generalized Killing-Yano tensors in the presence of flux fields the situation is different: already at the classical level it is not always possible to build symmetries that generalize those in the case
without flux, and at the quantum mechanical level there can be anomalies (Kubizňák, Warnick, and Krtouš, 2011).

There is an interesting connection between hidden symmetries and special geometries. For finite-dimensional Hamiltonian systems in the absence of forces other than gravity hidden symmetries are associated typically with special tensors: Killing and Killing-Yano. In the presence of scalar and vector potentials or other flux fields like torsion, for example, but also for more general fields, it is possible to find suitable generalized Killing and Killing-Yano tensors that are associated with hidden symmetries and conserved quantities in the theory of systems evolving in the spacetime in the presence of flux (van Holten, 2007; Houri et al., 2010a, 2012; Kubizňák, Warnick, and Krtouš, 2011). Manifolds equipped with specific $G$ structures host Killing-Yano tensors and the associated hidden symmetries of the dynamics (Papadopoulos, 2008, 2012). Also, Killing-Yano tensors are linked to hidden symmetries of the supersymmetric theory of the spinning particle (Gibbons, Rietdijk, and van Holten, 1993; Kubizňák and Cariglia, 2012). It is worth mentioning the Eisenhart-Duval lift procedure, which allows one to start from an $n$-dimensional Riemannian spacetime and associate with it an $(n+2)$ dimensional Lorentzian one. Correspondingly nonrelativistic theories described on the former in the presence of scalar and vector flux can be associated with relativistic theories on the latter, and their hidden symmetries studied. In the case of the Dirac equation, for example, it is possible to give a geometric interpretation of the fact that some hidden symmetries in the presence of flux are anomalous (Cariglia, 2012).

We point out that there exists another approach to the subject of hidden symmetries of the dynamics, which originates in the seminal work of Sophus Lie. Lie developed his theory of continuous groups in order to find symmetries of differential equations that transform solutions into solutions. The transformations act on both dependent and independent variables. Lie's great insight was that, even if the full group transformations can in principle be complicated and nonlinear, if the symmetry group is continuous then one can look for linear transformations that reflect an appropriate type of infinitesimal transformation. As such, the infinitesimal symmetry conditions are amenable to being solved using standard methods. The theory of Lie groups applied to differential equations can be cast in a form appropriate for Hamiltonian systems that is equivalent to the results we present. In this review, however, we have chosen to adopt from the beginning the language of Hamiltonian systems and phase space which we think physicists and applied mathematicians might broadly consider as familiar territory. Examples of books on the subject of Lie theory applied to differential equations are Stephani and MacCallum (1989) and Olver (2000).

The review is organized as follows. In Sec. II we discuss hidden symmetries in the context of finite-dimensional, classical Hamiltonian systems. We introduce these systems from the point of view of symplectic geometry in phase space, discussing canonical transformations and conserved charges. Conserved charges in phase space that are polynomial in the momenta are associated with Killing tensors and with canonical transformations that preserve the Hamiltonian. We discuss the formalism of Lax pairs, its relation to integrability, and its covariant formulation. Then we present a number of examples
of systems of different kinds that display hidden symmetries: relativistic, nonrelativistic, with or without the presence of gravity, as well as the supersymmetric spinning particle.

Section III is an introduction to the theory of intrinsic characterization of the separation of variables for the Hamilton-Jacobi equation. The Hamilton-Jacobi equation is presented and then the role of Killing vectors, rank-2 Killing tensors, and their conformal counterparts in the theory of separation of variables are discussed.

In Sec. IV we present the Eisenhart-Duval geometric lift, an important geometric construction that is ideal to discuss the full group of symmetries of the dynamics. The lift naturally allows embedding a nonrelativistic Hamiltonian system with scalar and vector potentials into a relativistic geodesic system. Therefore it can be used to apply known results from the theory of geodesic motion to more complicated systems with interactions. The lift was originally presented in the 1920s by Eisenhart, then was rediscovered in the 1980s by Duval and collaborators, and since then has been applied to a variety of different settings, as will be discussed.

In Sec. V we discuss several types of special geometries associated with hidden symmetries. The main example is that of rotating Kerr-NUT-(A)dS (anti-de Sitter) black holes in higher dimension, where NUT refers to a type of charge which is topological in nature and can be thought of as a gravitational magnetic charge. For these the special geometry is generated by a principal Killing-Yano tensor: we describe the tower of special tensors generated from it, and how it is possible to associate with these tensors hidden symmetries for a range of physical systems, such as the geodesic and Hamilton-Jacobi equations, Klein-Gordon and Dirac equations, or the bosonic sector of the spinning particle. We then describe other special geometries: geometries with torsion, admitting generalized Killing-Yano tensors and their application in supergravity theories, including a local classification of such metrics when they admit a generalized principal Killing-Yano tensor. Another type of special geometries is those associated with some $G$ structures, for which Killing-Yano tensors can be found.

In Sec. VI we discuss the extension of the concept of hidden symmetries to quantum systems. Some examples are described in the case of the Schrödinger equation, such as the isotropic harmonic oscillator and the hydrogen atom, which is the quantum mechanical version of the classical Kepler problem. Then we deal with the Klein-Gordon equation and the Dirac equation, the main example and application being that of their integrability in the higherdimensional rotating black hole metrics.

Section VII presents recent results of the study of dynamical symmetries for systems that can be described using geodesic motion on some Lie group. We consider the specific physical system represented by the Toda chain. A different type of dynamical symmetries arises when coupling constants in the system are promoted to dynamical variables, and link same energy states of theories in the same family but with different values of the coupling constants. Position dependent couplings are also admitted. There is a natural relation between the Lie group geodesic motion and the Eisenhart lift geodesic motion: the higher-dimensional Lie group geodesic motion turns out to be a generalized Eisenhart lift of the Toda chain.

We conclude the review in Sec. VIII with a summary and a final commentary.

There has been much work recently in the area of hidden symmetries and it would be quite difficult to give a complete and fully balanced account of all the activity. While we have made efforts to do so, we are aware that this review is shaped in its form by our own personal trajectory in the field, and that we might have overlooked some important related results, for which we offer our apologies. We have aimed at including a bibliography comprehensive enough to allow the reader to make links with most of the existing results.

## A. What hidden symmetries are and what they are not

One of the chief objectives of this review is to clarify the notion of hidden symmetries, in particular, what distinguishes them from "ordinary symmetries." As seen in the next section, dynamical symmetries are naturally described in terms of phase space: they are transformations in phase space that map solutions into solutions. As is well known, the phase space description of a dynamical system requires a minimal amount of structure: a symplectic manifold, with a symplectic form and a Hamiltonian function, and this leaves a great deal of freedom in the form of a coordinate free formulation. Therefore, the first natural question one might ask is what distinguishes an ordinary symmetry from a hidden one, and whether the distinction is of a fundamental nature or reflects a human point of view or a historical context. In brief, the answer is that in the absence of further structures really all symmetries of dynamics are equivalent, and there is no difference between "apparent" and "hidden" symmetries: all of them are described infinitesimally by flows in phase space that leave invariant the symplectic structure and the Hamiltonian.

However, there is a notable case that arises frequently in physical applications, where a distinction arises between ordinary and hidden symmetries: this is when phase space is the cotangent bundle of some well-defined configuration space. Typically there will be a metric defined on configuration space. Also, but this is not a crucial element, in these cases a dynamical system that is widely studied is that for which the Hamiltonian function is quadratic in the momenta: such systems are known in the literature as natural Hamiltonians, and the metric defines what the quadratic part of the Hamiltonian is. For a cotangent bundle we can define ordinary symmetries as those that admit conserved quantities that are linear in the momenta; they generate transformations that are reducible to configuration space, and for natural Hamiltonians these are associated with Killing vectors and isometries of the metric. Thus ordinary symmetries are manifest symmetries in the sense that they are associated with transformations that do not depend on the momenta, that act on some configuration space variables, and that are not genuine phase space transformations. In other words, for ordinary symmetries the phase space transformations can be lifted from a set of simpler transformations defined on a configuration space, a subspace of the whole phase space. Hidden symmetries will instead be defined as those whose conserved quantities are of higher order in the momenta. Such transformations are genuine phase space transformations and
cannot be obtained from the lift of a configuration space transformation. It is in this sense that one can say that ordinary and hidden symmetries are different. While it is possible that for a given symplectic manifold the definition of a configuration space, when it exists, is not unique, this seems rather unlikely. One would need inequivalent global Darboux charts. Even in this case, the statement that in one such global chart there is a conserved quantity that is linear in the momenta is equivalent to having a symmetry transformation on a submanifold with commuting variables, and this is a coordinate independent condition.

It should be remarked that hidden symmetries really are symmetries of the Hamiltonian, in the sense that they are canonical transformations where both positions and momenta change, and that leave the Hamiltonian function unchanged. Similar statements, with appropriate modifications, can be made for the quantum mechanical case. We also briefly mention that hidden symmetries are not the same thing as some types of partial symmetries appearing in quantum field theory, for example, in the standard model, sometimes called accidental symmetries. These are not full symmetries, while hidden symmetries are, and they are broken by quantum effects moving along the renormalization group flow, while hidden symmetries can exist from a purely classical point of view.

## II. FINITE-DIMENSIONAL CLASSICAL HAMILTONIAN SYSTEMS

## A. Hamiltonian systems

## 1. Symplectic geometry

There are several books that discuss the topic of Hamiltonian systems and symplectic geometry. In the following we refer mainly to Abraham and Marsden (1978), Arnol'd (1989), and Babelon, Bernard, and Talon (2003).

In classical mechanics the possible configurations of a physical system are described by a generalized phase space, given mathematically by a symplectic manifold, and the dynamics is obtained from a Hamiltonian function.

A symplectic manifold is given by a pair $\{\mathcal{P}, \omega\}$, where $\mathcal{P}$ is a manifold and $\omega: T \mathcal{P} \times T \mathcal{P} \rightarrow \mathbb{R}$ is an antisymmetric twoform, the symplectic form, that satisfies the following properties:
(i) it is nondegenerate $\operatorname{det} \omega \neq 0$, and
(ii) it is closed $d \omega=0$.

Local coordinates on $\mathcal{P}$ are given by $\left\{y^{a}\right\}$, with $a=$ $1, \ldots, 2 n$ since property (i) implies that $\mathcal{P}$ is even dimensional, and we can write $\omega=\frac{1}{2} \omega_{a b} d y^{a} \wedge d y^{b}$. Using property (ii), by Darboux's theorem locally we can find coordinates $y^{a}=\left(q^{\mu}, p_{\nu}\right), \mu, \nu=1, \ldots, n$, such that $\omega=d p_{\mu} \wedge d q^{\mu}$. There is a natural volume form on $\mathcal{P}$ :

$$
\begin{equation*}
\eta=\frac{(-1)^{n}}{n!} \omega^{\wedge n} \tag{1}
\end{equation*}
$$

where $\wedge n$ represents the $n$-fold wedge product, and therefore $\mathcal{P}$ must be orientable. We adopt the following convention for the wedge product: when it acts on a $p$ form $\alpha$ and a $q$ form $\beta$ it is defined so that in components

$$
\begin{equation*}
(\alpha \wedge \beta)_{a \cdots b \cdots}=\frac{(p+q)!}{p!q!} \alpha_{[a \cdots} \beta_{b \cdots]} . \tag{2}
\end{equation*}
$$

In fact, any intermediate exterior power $\omega^{\wedge p}$ of $\omega, 1<p<n$, is a closed $2 p$ form. Let $\omega^{a b}$ be the inverse components of $\omega, \omega^{a b} \omega_{b c}=\delta_{c}^{a}$.

A Hamiltonian function is a function $H: \mathcal{P} \rightarrow \mathbb{R}$. It induces a dynamics on $\mathcal{P}$ according to the following first-order evolution equation:

$$
\begin{equation*}
\frac{d y^{a}}{d \lambda}=\omega^{a b} \partial_{b} H \tag{3}
\end{equation*}
$$

or in terms of the local $q, p$ coordinates

$$
\begin{equation*}
\frac{d q^{\mu}}{d \lambda}=\frac{\partial H}{\partial p_{\mu}}, \quad \frac{d p_{\nu}}{d \lambda}=-\frac{\partial H}{\partial q^{\nu}} \tag{4}
\end{equation*}
$$

In fact, for any phase space function $f: \mathcal{P} \rightarrow \mathbb{R}$ it is possible to define a symplectic gradient which is a vector with components

$$
\begin{equation*}
X_{f}^{a}=\omega^{a b} \partial_{b} f \tag{5}
\end{equation*}
$$

Then the equation of motion (3) can be written as

$$
\begin{equation*}
\frac{d y^{a}}{d \lambda}=X_{H}^{a} \tag{6}
\end{equation*}
$$

$X_{H}$ is the vector representing the Hamiltonian flow, and it is tangent to the trajectory in $\mathcal{P}$ associated with the dynamical evolution of the system. Then for any phase space function $f$ the derivative along the Hamiltonian flow is given by

$$
\begin{equation*}
\frac{d f}{d \lambda}=\frac{\partial f}{\partial y^{a}} \frac{d y^{a}}{d \lambda}=X_{H}(f)=\{f, H\} \tag{7}
\end{equation*}
$$

In particular, $H$ itself is conserved along the evolution (6), $d H / d \lambda=0$, and can be set to a constant $H=E$, the energy associated with a particular trajectory.

On the ring of smooth functions on $\mathcal{P}$ it is possible to define a bilinear operation, the Poisson bracket, that acts according to

$$
\begin{equation*}
(f, g) \mapsto\{f, g\}=\omega^{a b} \partial_{a} f \partial_{b} g=X_{g}(f)=-X_{f}(g), \tag{8}
\end{equation*}
$$

and endows it with a Lie-algebra structure, the Poisson algebra, as the Poisson brackets are antisymmetric and satisfy Jacobi's identity. In terms of local coordinates

$$
\begin{equation*}
\{f, g\}=\frac{\partial f}{\partial q^{\mu}} \frac{\partial g}{\partial p_{\mu}}-\frac{\partial f}{\partial p_{\mu}} \frac{\partial g}{\partial q^{\mu}} \tag{9}
\end{equation*}
$$

There is an antihomomorphism from the Poisson algebra of functions in $\mathcal{P}$ to the Lie algebra of symplectic gradients:

$$
\begin{equation*}
\left[X_{f}, X_{g}\right]=-X_{\{f, g\}} \tag{10}
\end{equation*}
$$

This can be seen as, for any smooth function $h$,

$$
\begin{align*}
& {\left[X_{f}, X_{g}\right](h)=\left(X_{f} X_{g}-X_{g} X_{f}\right)(h)} \\
& \quad=\{\{h, g\}, f\}-\{\{h, f\}, g\}=-\{\{g, f\}, h\} \\
& \quad-\{h,\{f, g\}\}=-X_{\{f, g\}}(h), \tag{11}
\end{align*}
$$

where the Jacobi identity has been used in the intermediate passage.

A canonical transformation is a diffeomorphism $\Phi: \mathcal{P} \rightarrow \mathcal{P}, y \mapsto y^{\prime}=\Phi(y)$, such that $\omega$ is preserved under the pullback action of $\Phi$ : $\Phi^{*}(\omega)=\omega$. This means that under $\Phi$ a Hamiltonian system is mapped into another Hamiltonian system, since the equation of motion (3) is left invariant in form, as well as the Poisson brackets (8). However, the new Hamiltonian system will be in general different from the original one with a Hamiltonian $H^{\prime}$ such that $H \neq \Phi^{*}\left(H^{\prime}\right)$. It is worth noticing that under a canonical transformation all exterior powers of $\omega$ are also preserved.

An infinitesimal canonical transformation generated by a vector field $X$ is a canonical transformation that maps points of $\mathcal{P}$ to points along the integral lines of $X$. The attribute "infinitesimal" arises from the fact that generating integral lines of $X$ from $X$ is a procedure that is well defined at least locally if $X$ is sufficiently regular. Then $\omega$ is preserved under the infinitesimal transformation if $\mathcal{L}_{X} \omega=0$, where $\mathcal{L}$ is the Lie derivative. We can rewrite the Lie derivative on forms by introducing the hook operation, or inner derivative. This is an action of a vector $v$ on any antisymmetric form $\alpha$. In components

$$
\begin{equation*}
(v\lrcorner \alpha)_{a_{1} \cdots a_{p-1}}=v^{b} \alpha_{b a_{1} \cdots a_{p-1}} . \tag{12}
\end{equation*}
$$

For a scalar $\varphi$, we set $v\lrcorner \varphi=0$. Then it is possible to show that for any $p$ form $\alpha$ the Lie derivative acts as

$$
\begin{equation*}
\left.\left.\mathcal{L}_{X} \alpha=X\right\lrcorner d \alpha+d(X\lrcorner \alpha\right) . \tag{13}
\end{equation*}
$$

Applying this to $\mathcal{L}_{X} \omega=0$ and using the fact that $\omega$ is closed implies that at least locally $X_{\lrcorner} \omega=d f$ for some function $f$ on $\mathcal{P}$, or in coordinates

$$
\begin{equation*}
X^{a} \omega_{a b}=\partial_{b} f \tag{14}
\end{equation*}
$$

Multiplying times $\omega^{b c}$ gives $X^{c}=\omega^{b c} \partial_{b} f$ or

$$
\begin{equation*}
X=X_{-f} \tag{15}
\end{equation*}
$$

This shows that symplectic gradients are in one-to-one correspondence with infinitesimal canonical transformations.

## 2. Dynamical symmetries

Suppose there is a phase space function $C: \mathcal{P} \rightarrow \mathbb{R}$ that Poisson commutes with $H,\{H, C\}=0$. Then according to Eq. (7) $C$ is conserved along the Hamiltonian flow and is a constant of motion. On the other hand, $C$ is associated with an infinitesimal canonical transformation whose tangent vector is $X_{C}$, and the condition $\{H, C\}=0$ has the meaning that the Hamiltonian is left invariant under the transformation. Such kind of canonical transformation is called a dynamical symmetry, since it transforms the original Hamiltonian system
into itself, and therefore transforms a trajectory under Eq. (6) into a different trajectory associated with the same system and with the same value of the energy $E$.

If there are two such conserved quantities $C_{1}$ and $C_{2}$, then using Jacobi's identity also $C_{3}=\left\{C_{1}, C_{2}\right\}$ will be a conserved quantity. Using Eq. (10) this means that $\left[X_{C_{1}}, X_{C_{2}}\right]=-X_{C_{3}}$. Thus the infinitesimal canonical transformations associated with conserved quantities present a Lie algebra structure, and hence define the local action of a group $\mathcal{D}$, the dynamical symmetry group.

A recurring case of symplectic manifold is that of the cotangent space over a base manifold $\mathcal{M}, \mathcal{P}=T^{*} \mathcal{M} . \mathcal{M}$ can be thought of as a configuration space, with local coordinates $q^{\mu}$. If there is a metric $g=(1 / 2) g_{\mu \nu} d q^{\mu} \otimes d q^{\nu}$ defined on $\mathcal{M}$, then among all the dynamical symmetries one special class is given by isometries. These are generated by constants of motion $C$ such that the metric $g$ is invariant along the $C$ flow, $\mathcal{L}_{X_{C}}(g)=0$. Isometries are associated with Killing vectors on the base manifold. Dynamical symmetries that are not isometries are typically called hidden symmetries. There exist nontrivial examples of systems exhibiting dynamical symmetries that are not isometries, and these are the main object of study of this review. In Sec. II.A. 3 we present some examples of dynamical symmetries that can be associated with special tensors.

## 3. Special tensors

In this section we consider the case where $\mathcal{P}$ is a cotangent bundle $\mathcal{P}=T^{*}(\mathcal{M})$, where $\mathcal{M}$ is a manifold with a metric $g$. We see that if $\mathcal{M}$ admits special classes of tensors then conserved quantities can be defined for the free particle or the spinning particle.

## a. Killing vectors

A Killing vector is a base manifold vector $K^{\mu}(q) \partial / \partial q^{\mu}$, satisfying

$$
\begin{equation*}
\nabla_{(\mu} K_{\nu)}=0 \tag{16}
\end{equation*}
$$

where $\nabla$ is the Levi-Cività connection. In the presence of a Killing vector the system of a free particle with Hamiltonian $H=(1 / 2 m) g^{\mu \nu} p_{\mu} p_{\nu} \quad$ admits the conserved quantity $C=K^{\mu} p_{\mu}$. This holds whether the system is relativistic or not, and whether or not the metric $g_{\mu \nu}$ represents a gravitational field. In the presence of a potential $V(q)$ such that $\mathcal{L}_{K} V=0$ then $C$ is also conserved for the Hamiltonian $H^{\prime}=(1 / 2 m) g^{\mu \nu} p_{\mu} p_{\nu}+V$.

The infinitesimal transformation generated by $X_{C}^{a}$ is given by

$$
\begin{equation*}
\delta q^{\mu}=\epsilon K^{\mu}, \quad \delta p_{\nu}=-\epsilon \frac{\partial K^{\mu}}{\partial q^{\nu}} p_{\mu} \tag{17}
\end{equation*}
$$

and the Hamiltonian transforms as

$$
\begin{equation*}
\delta H=-\frac{\epsilon}{m} g^{\mu \nu} p_{\mu} \frac{\partial K^{\rho}}{\partial q^{\nu}} p_{\rho}+\frac{\epsilon}{2 m} \partial_{\rho}\left(g^{\mu \nu}\right) K^{\rho} p_{\mu} p_{\nu} \tag{18}
\end{equation*}
$$

$$
\begin{equation*}
=-\frac{\epsilon}{2 m} \nabla^{\mu}\left(K^{\rho}\right) p_{\mu} p_{\rho}=0 \tag{19}
\end{equation*}
$$

where we used $\nabla g=0$ and $\nabla^{(\mu} K^{\rho)}=0$. The projection of the transformation (17) on $\mathcal{M}$ is an isometry, a transformation well defined on configuration space. This is the most widely known case of dynamical symmetry.

## b. Killing-Stäckel tensors

A Killing-Stäckel tensor is a rank-r symmetric tensor defined on $\mathcal{M}$,

$$
K(q)=\frac{1}{r!} K^{\left(\mu_{1} \cdots \mu_{r}\right)}(q) \frac{\partial}{\partial q^{\mu_{1}}} \otimes \cdots \frac{\partial}{\partial q^{\mu_{r}}}
$$

such that

$$
\begin{equation*}
\nabla^{(\mu} K^{\left.\rho_{1} \cdots \rho_{r}\right)}=0 \tag{20}
\end{equation*}
$$

This equation is a generalization of Eq. (16). If $\mathcal{M}$ admits a Killing-Stäckel tensor then the system of a free particle with Hamiltonian $H=(1 / 2 m) g^{\mu \nu} p_{\mu} p_{\nu}$ admits the conserved quantity $C=K^{\mu_{1} \cdots \mu_{r}} p_{\mu_{1}} \cdots p_{\mu_{r}}$. As in the previous example, this holds whether the system is relativistic or not, and whether or not the metric $g_{\mu \nu}$ represents a gravitational field. We consider here a more general Hamiltonian $(1 / 2 m) g^{\mu \nu} p_{\mu} p_{\nu}+V(q)$. The infinitesimal transformation associated with $C$ is given by

$$
\begin{align*}
& \delta q^{\mu}=\epsilon r K^{\mu \nu_{1} \cdots \nu_{r-1}} p_{\nu_{1}} \cdots p_{\nu_{r-1}} \\
& \delta p_{\nu}=-\epsilon \frac{\partial K^{\mu_{1} \cdots \mu_{r}}}{\partial q^{\nu}} p_{\mu_{1}} \cdots p_{\mu_{r}} \tag{21}
\end{align*}
$$

and the Hamiltonian transforms as

$$
\begin{align*}
\delta H= & \frac{\epsilon}{2 m} \nabla^{\mu} K^{\rho_{1} \ldots \rho_{p}} p_{\mu} p_{\rho_{1}} \ldots p_{\rho_{p}} \\
& +\epsilon r K^{\mu \nu_{1} \ldots \nu_{p-1}} p_{\nu_{1}} \ldots p_{\nu_{p-1}} \partial_{\mu} V . \tag{22}
\end{align*}
$$

This will be zero if $K^{\mu \nu_{1} \ldots \nu_{p-1}} \partial_{\mu}(V)=0$.
Since both terms in Eq. (21) are proportional to $p$, the projection of the transformation on the base manifold $\mathcal{M}$ is zero, different from the case of isometries: this transformation is a genuine phase space transformation that cannot be obtained from a configuration space transformation (Cariglia, Krtouš, and Kubizňák, 2012). It transforms trajectories into trajectories of the same energy $E$, but different from an isometry in general it will change their shape, since $\delta g \neq 0$ and the distance between any two points on a trajectory will in general not be preserved.

Killing-Stäckel tensors form a close algebra with respect to the Schouten-Nijenhuis bracket. For a rank $p$ such tensor $K_{p}$ and, respectively, a rank $q$ one $K_{q}$, this is defined as

$$
\begin{equation*}
\left\{C_{K_{p}}, C_{K_{q}}\right\}=\left[K_{p}, K_{q}\right]_{\mathrm{SN}}^{\mu_{1} \cdots \mu_{p+q-1}} p_{\mu_{1}} \cdots p_{\mu_{p+q-1}} \tag{23}
\end{equation*}
$$

A generalization of Eq. (20) is given by

$$
\begin{equation*}
\nabla^{(\mu} K_{(c)}^{\left.\rho_{1} \cdots \rho_{r}\right)}=g^{\left(\mu \rho_{1}\right.} \Phi^{\left.\rho_{2} \cdots \rho_{r}\right)} \tag{24}
\end{equation*}
$$

where by consistency $\Phi$ is related to the divergence of $K_{(c)}$ and derivatives of its traces. A tensor $K_{(c)}$ satisfying Eq. (24) is called a conformal Killing tensor. In the specific case where $r=2$, we can always ask for $K_{(c)}$ to be traceless since we can add to it the term $a g^{\mu \nu}$ for any constant $a$. Then $\Phi$ is given simply by

$$
\begin{equation*}
\Phi^{\mu}=\frac{2}{n+2} \nabla^{\lambda} K_{(c) \lambda^{\mu}} . \tag{25}
\end{equation*}
$$

Repeating the considerations seen above for a Killing tensor $K$, it can be seen that the quantity $\tilde{C}=K_{(c)}^{\mu_{1} \cdots \mu_{r}} p_{\mu_{1}} \cdots p_{\mu_{r}}$ will now be conserved for null geodesics, using Eq. (24).

## c. Conformal Killing-Yano tensors

A conformal Killing-Yano tensor is an $r$ form defined on $\mathcal{M}, h=(1 / r!) h_{\left[\mu_{1} \cdots \mu_{r}\right]} d q^{\mu_{1}} \cdots d q^{\mu_{r}}$, such that

$$
\begin{equation*}
\nabla_{\lambda} h_{\mu_{1} \cdots \mu_{r}}=\nabla_{[\lambda} h_{\left.\mu_{1} \cdots \mu_{r}\right]}+\frac{r}{n-r+1} g_{\lambda\left[\mu_{1}\right.} \nabla^{\rho} h_{\left.|\rho| \mu_{2} \cdots \mu_{r}\right]} . \tag{26}
\end{equation*}
$$

Introducing the degree operator $\pi$ that acts on an inhomogeneous form $\alpha=\sum_{p} \alpha^{(p)}$ as $\pi \alpha=\sum_{p=0} p \alpha^{(p)}$, we can write Eq. (26) without using components as

$$
\begin{equation*}
\nabla_{X} h=\frac{1}{\pi+1} X_{\lrcorner} d h-\frac{1}{n-\pi+1} X^{b} \wedge \delta h \tag{27}
\end{equation*}
$$

for any vector $X$, where $X^{b}$ is the dual form $X^{b}=X_{\mu} d q^{\mu}$. It is worth noticing that when $r=1$ this provides a different generalization of the Killing equation (16). When $h$ is coclosed, $\delta h=0, h$ is called a Killing-Yano form (Yano, 1952), and when it is closed, $d h=0$, it is called a closed conformal Killing-Yano form (Kashiwada, 1968; Tachibana, 1969). Equation (27) is invariant under Hodge duality, interchanging Killing-Yano and closed conformal Killing-Yano tensors. If $\omega=\omega_{\mu} d q^{\mu}$ is a one form, we also define its dual vector $\omega^{\sharp}=\omega^{\mu} \partial_{\mu}$.

Given a Killing-Yano $p$ form $h$ a direct calculation using the defining property Eq. (26) shows that the tensor

$$
\begin{equation*}
K^{\mu \nu}=h_{\lambda_{1} \cdots \lambda_{p-1}}^{\mu} h^{\nu \lambda_{1} \cdots \lambda_{p-1}} \tag{28}
\end{equation*}
$$

is a Killing-Stäckel tensor. Similarly, $h$ is a conformal KillingYano tensor, then Eq. (28) will give a conformal Killing tensor.

If $\mathcal{M}$ admits a conformal Killing-Yano tensor then the system of a free spinning particle admits a conserved quantity that is also a generator of a supersymmetry transformation that is different from the canonical one, generated by the vielbein. In that case it is also possible to construct a symmetry operator for the Dirac equation on $\mathcal{M}$. The spinning particle system is discussed separately in Sec. II.B.8, and the Dirac equation in Sec. VI.D.

Krtouš et al. (2007) showed that closed conformal KillingYano tensors form an algebra under the wedge product. In particular, closed conformal Killing-Yano tensors of rank 2 that are nondegenerate are called principal conformal KillingYano tensors. They are crucial for the integrability of various
systems in four- and higher-dimensional black hole spacetimes; see Sec. V.B.2.

## 4. The covariant Hamiltonian formalism

As we see in the examples of Sec. II.B, several of the known dynamical systems with nontrivial dynamical symmetries display conserved quantities that are polynomial in the momenta of the type

$$
\begin{equation*}
C=\sum_{i=0}^{m} \frac{1}{i!} T_{(i)}^{\mu_{1} \cdots \mu_{i}}(q) p_{\mu_{1}} \cdots p_{\mu_{i}} \tag{29}
\end{equation*}
$$

where $\mathcal{P}=T^{*}(\mathcal{M})$ and the $q^{\mu}$ are coodinates on the base manifold. In particular, $C$ is a scalar under coordinate changes $q^{\prime}=q^{\prime}(q)$, which can be absorbed by a canonical transformation with

$$
p_{\mu}^{\prime}(q, p)=p_{\nu} \frac{\partial q^{\nu}}{\partial q^{\prime \mu}}
$$

Then the quantities $T_{(i)}$ are tensors defined on $\mathcal{M}$, and the theory is coordinate invariant. However, this is not evident in the standard form of the Poisson brackets (9). To this extent we define a natural Hamiltonian to be a phase space function of the form

$$
\begin{equation*}
H=\frac{1}{2} g^{\mu \nu}(q) \Pi_{\mu} \Pi_{\nu}+V(q) \tag{30}
\end{equation*}
$$

where $V$ is a scalar potential, $\Pi_{\mu}=p_{\mu}-e A_{\mu}$ are the gaugecovariant momenta (Jackiw and Manton, 1980; Duval and Horváthy, 1982; Horváthy and Ngome, 2009; Ngome, 2009; Visinescu, 2011), $e$ is a charge, and $A_{\mu}$ is a vector potential. For these types of Hamiltonians manifest invariance can be displayed by writing the brackets in a covariant form (Gibbons, Rietdijk, and van Holten, 1993; van Holten, 2007; Visinescu, 2010)

$$
\begin{equation*}
\{f, g\}_{\mathcal{P}}=D_{\mu} f \frac{\partial g}{\partial \Pi_{\mu}}-\frac{\partial f}{\partial \Pi_{\mu}} D_{\mu} g+e F_{\mu \nu}(q) \frac{\partial f}{\partial \Pi_{\mu}} \frac{\partial g}{\partial \Pi_{\nu}}, \tag{31}
\end{equation*}
$$

where $F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}$ is the field strength and the covariant derivatives are defined by

$$
\begin{equation*}
D_{\mu} f:=\left.\frac{\partial f}{\partial q^{\mu}}\right|_{\Pi}+\Gamma_{\mu \nu}{ }^{\lambda} \Pi_{\lambda} \frac{\partial f}{\partial \Pi_{\nu}} \tag{32}
\end{equation*}
$$

If $C$ is rewritten using the covariant momenta

$$
\begin{equation*}
C=\sum_{i=0}^{m} \frac{1}{i!} \tilde{T}_{(i)}^{\mu_{1} \cdots \mu_{i}}(q) \Pi_{\mu_{1}} \cdots \Pi_{\mu_{i}} \tag{33}
\end{equation*}
$$

then $D_{\mu}$ acts as

$$
\begin{equation*}
D_{\mu} f=\sum_{i=0}^{m} \frac{1}{i!} \nabla_{\mu} \tilde{T}^{\nu_{1} \cdots \nu_{i}} \Pi_{\nu_{1}} \cdots \Pi_{\nu_{i}}, \tag{34}
\end{equation*}
$$

where $\nabla$ is the Levi-Cività covariant derivative acting on tensors. Similar equations for covariant derivatives of phase
space functions have been used by Cariglia et al. (2013b) in order to give a geometrical description of Lax pairs associated with covariantly constant phase space tensors.

The condition $\{C, H\}=0$ can be rewritten as a set of generalized Killing equations for the tensors $\tilde{T}_{(i)}$ (van Holten, 2007; Visinescu, 2010; Cariglia et al., 2014):

$$
\begin{align*}
\tilde{T}_{(1)}^{\nu} V_{; \nu}= & 0 \\
\tilde{T}_{(0) ; \mu}= & e \tilde{T}_{(1)}^{\nu} F_{\mu \nu}+\tilde{T}_{(2) \mu}{ }^{\nu} V_{; \nu}, \\
\tilde{T}_{(i)\left(\mu_{1} \cdots \mu_{i} ; \mu_{i+1}\right)}= & e \tilde{T}_{(i+1)\left(\mu_{1} \cdots \mu_{i}\right.}{ }^{\nu} F_{\left.\mu_{i+1}\right) \nu}  \tag{35}\\
& +\frac{1}{i+1} \tilde{T}_{(i+2) \mu_{1} \cdots \mu_{i+1}}{ }^{\nu} V_{; \nu}, \quad i \geq 1 .
\end{align*}
$$

In particular, the highest rank tensor $\tilde{T}_{(m)}$ will be a Killing tensor. This allows one to systematically search for conserved quantities that are polynomial in the momenta.

## 5. Integrable systems and Lax pairs

A classical Hamiltonian system is called a Liouville integrable if there are $n$ globally defined, independent functions $F_{\mu}, \mu=1, \ldots, n$, that mutually Poisson commute, $\left\{F_{\mu}, F_{\nu}\right\}=0$, and the Hamiltonian $H$ is a function of the $F_{\mu}$. By independent we mean that almost everywhere on $\mathcal{P}$ the set of one forms $\left\{d F_{\mu}, \mu=1, \ldots, n\right\}$ spans an $n$-dimensional space. A typical case is where $F_{1}=H$ and there are $n-1$ mutually commuting constants of motion $C_{\mu}, \mu=2, \ldots, n$. For these systems the solution of the equations of motion can be obtained by a finite number of function inversions and integrations. Although the maximum number of independent Poisson commuting functions is $n$, if the system is integrable and there are some extra independent constants of motion then the system is called superintegrable. The maximum number of independent constants of motion is $2 n-1$. An integrable system with $2 n-1$ independent constants of motion is called maximally superintegrable, an example being the Kepler problem discussed in Sec. II.B.3.

Liouville's theorem shows explicitly how to obtain the solution for an integrable system, by constructing a canonical transformation $\left(q^{\mu}, p_{\nu}\right) \mapsto\left(\Psi^{\mu}, F_{\nu}\right)$, where $\left(q^{\mu}, p_{\nu}\right)$ are the local coordinates of Darboux's theorem, with $\omega=d p_{\mu} \wedge d q^{\mu}=d F_{\mu} \wedge d \Psi^{\mu}$. Once it is shown that the transformation exists then the new equations of motion become trivial:

$$
\begin{equation*}
\frac{d F_{\mu}}{d \lambda}=\left\{F_{\mu}, H\right\}=0, \quad \frac{d \Psi^{\mu}}{d \lambda}=\left\{\Psi^{\mu}, H\right\}=\frac{\partial H}{\partial F_{\mu}}=\Omega^{\mu}(F) \tag{36}
\end{equation*}
$$

where $\Omega^{\mu}(F)$ are constant functions. The solutions are $F_{\mu}(\lambda)=F_{\mu}(0)$ and $\Psi^{\mu}(\lambda)=\Psi^{\mu}(0)+\Omega^{\mu} \lambda$.

Given a data set $f=\left\{f_{\mu}, \mu=1, \ldots, n\right\}$, let $\mathcal{P}_{f}$ be the set in $\mathcal{P}$ such that $F_{\mu}(q, p)=f_{\mu}$. If the functions $F$ are sufficiently regular and since they are independent, this is an $n$ dimensional submanifold of $\mathcal{P}$. Assuming sufficient regularity on $\mathcal{P}_{f}$ it is possible to invert the relation $F_{\mu}(q, p)=f_{\mu}$ to give $p_{\mu}=p_{\mu}(q, f)$, and then extending this to $p_{\mu}=p_{\mu}(q, F)$. On
$\mathcal{P}_{f}$ we consider a reference point $p_{0}$, and for any other point $p \in \mathcal{P}_{f}$ we define the function

$$
\begin{equation*}
S(q, F)=\int_{p_{0}}^{p} p_{\mu}(q, f) d q^{\mu} . \tag{37}
\end{equation*}
$$

The path used for integration can be deformed as long as $\mathcal{P}_{f}$ does not have trivial cycles since $\left.\omega\right|_{\mathcal{P}_{f}}=0$. In fact, typically there will be nontrivial cycles and $\mathcal{P}_{f}$ is topologically an $n$ torus. This is related to the possibility of defining action-angle variables; more details can be found in Babelon, Bernard, and Talon (2003). To see that $\left.\omega\right|_{\mathcal{P}_{f}}=0$ first notice that the tangent space to $\mathcal{P}_{f}$ is spanned by the set of vectors $\left\{X_{F_{\mu}}\right\}$. This is because $X_{F_{\mu}}\left(F^{\nu}\right)=\left\{F_{\nu}, F_{\mu}\right\}=0$. For the same reason $\omega\left(X_{F_{\mu}}, X_{F_{\nu}}\right)=X_{F_{\mu}}\left(F_{\nu}\right)=0$, which proves that $\left.\omega\right|_{\mathcal{P}_{f}}=0$. Then Eq. (37) is a well-defined, in general multivalued, function defined on $\mathcal{P}$, whose partial derivatives relative to $q$ give the function $p(q, f)$. We define a new variable

$$
\begin{equation*}
\Psi^{\mu}=\frac{\partial S}{\partial F_{\mu}} \tag{38}
\end{equation*}
$$

Since

$$
\begin{equation*}
d S=p_{\mu} d q^{\mu}+\Psi^{\mu} d F_{\mu} \tag{39}
\end{equation*}
$$

$d^{2} S=0$ implies that $\omega=d F_{\mu} \wedge d \Psi^{\mu}$, and the transformation $(q, p) \rightarrow(\Psi, F)$ is canonical. Thus the dynamics of the system is known using Eq. (36), which requires the inversion $p_{\mu}=$ $p_{\mu}(q, F)$ and the integration (37). This completes the proof of Liouville's theorem. It should be noted that, since $S$ is in general multivalued, the variables $\Psi^{\mu}$ will also be multivalued, the variation over a nontrivial cycle being a function of $F$ variables only.

A recent tool used in the study of integrable systems is that of a Lax pair. A Lax pair consists of two matrices $L$ and $M$ taking values in $\mathcal{P}$ such that the equations of motion imply the Lax pair equation

$$
\begin{equation*}
\frac{d L}{d \lambda}=[L, M] \tag{40}
\end{equation*}
$$

There exist two formulations of the Lax pair method. The stronger formulation requires that Eq. (40) implies the equations of motion, in which case the Lax pair formulation can be used as a starting point of the description of the dynamical system. A weaker formulation does not require equivalence of Eq. (40) and the equations of motion. In both cases, the Lax pair matrices satisfying Eq. (40) play an important role in the study of integrability since they allow a simple construction of constants of motion. Indeed, the solution of Eq. (40) is of the form $L(\lambda)=G(\lambda) L(0) G^{-1}(\lambda)$, where the evolution matrix $G(\lambda)$ is determined by

$$
\begin{equation*}
\frac{d G}{d \lambda}=-M G \tag{41}
\end{equation*}
$$

Therefore, if $I(L)$ is a function of $L$ invariant under conjugation $L \rightarrow G L G^{-1}$, then $I(L(\lambda))$ is a constant of motion.

All such invariants can be generated from traces of various matrix powers of $L$ :

$$
\begin{equation*}
\operatorname{tr}\left(L^{j}\right) \tag{42}
\end{equation*}
$$

A particular Lax pair may not yield all the constants of motion. However, in such a case it is often possible to upgrade the initial Lax pair so that the upgraded one already yields all the conserved observables of the dynamical system. Since the dimensionality of the Lax matrices is not fixed and the Lax pair equation is linear, two Lax pairs can be easily combined by their direct sum. Another useful method of producing a parametric class of Lax pairs is to introduce socalled spectral parameters; see, e.g., Babelon, Bernard, and Talon (2003).

Unfortunately, in general there is no constructive procedure to find a Lax pair for the given problem or even to determine whether the Lax pair (in its stronger formulation) exists. Moreover, the solution is in no sense unique and even the dimensionality of the matrices may vary. However, when the Lax pair exists, it can be a very powerful tool for dealing with the conserved quantities.

When $\mathcal{P}=T^{*} \mathcal{M}$ and a metric $g$ is defined on $\mathcal{M}$ then it is possible to define a covariant derivative that acts on tensors that take value on $T^{*} \mathcal{M}$ and have configuration space indices. Any such tensor with two indices that is conserved gives rise to an appropriate Lax pair and is called a Lax tensor. A similar construction can be given for antisymmetric tensors with indices on the Clifford bundle of $\mathcal{M}$, for any number of indices, yielding a Clifford Lax tensor. Killing-Yano forms on $\mathcal{M}$ and closed conformal Killing-Yano forms, if they exist, give rise to Clifford Lax tensors and, depending on their rank, to Lax tensors (Cariglia et al., 2013b).

## B. Applications and examples

## 1. Spinning tops

In this section we consider two examples of motions of spinning tops with hidden symmetries of the dynamics: the Goryachev-Chaplygin and the Kovalevskaya tops.

We begin describing the kinetic energy of a spinning top using Euler angles and $S O(3)$ left-invariant metrics. Let $G$ be the center of mass of the top, and $P$ be the pivot point which we take to be the center of coordinates. We consider a bodyfixed frame $\bar{S}$, with coordinates $\vec{r}_{F}$, and an inertial frame $S$, with coordinates $\vec{r}_{I}$, both with the center in $P$. Then each point of the top moves along a trajectory $t \mapsto \vec{r}_{I}(t)=O(t) \vec{r}_{F}$, where $O(t) \in S O(3)$. A change of the inertial frame $\vec{r}_{I} \rightarrow L \vec{r}_{I}$, $L \in S O(3)$, induces a left multiplication $O(t) \mapsto L O(t)$, and similarly a change of the fixed frame $\vec{r}_{F} \rightarrow R^{-1} \vec{r}_{F}, R \in$ $S O(3)$ induces a right multiplication $O(t) \mapsto O(t) R$. The kinetic energy is invariant under rotations of the inertial axes and therefore it should be possible to write it in terms of the left-invariant forms of $\mathrm{SO}(3)$ :

$$
\begin{align*}
\sigma_{1} & =\sin \theta \cos \psi d \phi-\sin \psi d \theta \\
\sigma_{2} & =\sin \theta \sin \psi d \phi+\cos \psi d \theta  \tag{43}\\
\sigma_{3} & =d \psi+\cos \theta d \phi
\end{align*}
$$

where $\quad \phi \in[0,2 \pi[\quad \theta \in[0, \pi[$ and $\psi \in[0,2 \pi[$ are the Euler angles associated with $O$. In fact, the kinetic energy is given by

$$
\begin{equation*}
\frac{1}{2} g_{i j} \dot{x}^{i} \dot{x}^{j} \tag{44}
\end{equation*}
$$

where $x^{i}=(\phi, \theta, \psi)$ and $g_{i j}$ is the left-invariant metric on $S O(3)$ :

$$
\begin{equation*}
g=I_{1} \sigma_{1}^{2}+I_{2} \sigma_{2}^{2}+I_{3} \sigma_{3}^{2} \tag{45}
\end{equation*}
$$

with $I_{j}$ being the principal moments of inertia relative to the pivot point $P$. It is also possible to show that the gravitational potential energy is given by

$$
\begin{align*}
V= & m g\left(x_{F}^{(\text {c.m. })} \sin \theta \cos \psi+y_{F}^{(\text {c.m. })} \sin \theta \sin \psi\right. \\
& \left.+z_{F}^{(\text {c.m. })} \cos \theta\right) \tag{46}
\end{align*}
$$

where $m$ is the mass, $g$ is the gravitational acceleration, $\left(x_{F}^{\text {(c.m. })}, y_{F}^{(\text {c.m. })}, z_{F}^{(\text {c.m. } .)}\right)$ are the coordinates of the center of mass $G$, relative to $P$, in the body-fixed frame.

In the specific case of the Goryachev-Chaplygin top the system can be obtained by constraining the dynamics of a heavy top whose principal moments of inertia are given by $I_{1}=I_{2}=1=4 I_{3}$, and for which the center of gravity lies in the plane determined by the two equal moments of inertia, so that we can take $x_{F}^{(\text {c.m. })}=0=z_{F}^{(\text {c.m. })}, y_{F}^{(\text {c.m. })}=$ const. The unconstrained Lagrangian is given by

$$
\begin{equation*}
L=\frac{1}{2}\left(\dot{\theta}^{2}+\sin ^{2} \theta \dot{\phi}^{2}\right)+\frac{1}{8}(\dot{\psi}+\cos \theta \dot{\phi})^{2}-\alpha^{2} \sin \theta \sin \psi \tag{47}
\end{equation*}
$$

where $\alpha$ is a constant. The momenta are given by

$$
\begin{align*}
p_{\phi} & =\sin ^{2} \theta \dot{\phi}+\frac{1}{4} \cos \theta(\dot{\psi}+\cos \theta \dot{\phi}), \\
p_{\theta} & =\dot{\theta},  \tag{48}\\
p_{\psi} & =\frac{1}{4}(\dot{\psi}+\cos \theta \dot{\phi}),
\end{align*}
$$

from which the Hamiltonian is

$$
\begin{align*}
H= & \frac{1}{2} p_{\theta}^{2}+2 p_{\psi}^{2}+\frac{1}{2}\left(\frac{p_{\phi}}{\sin \theta}-\cot \theta p_{\psi}\right)^{2} \\
& +\alpha^{2} \sin \theta \sin \psi \\
= & \frac{1}{2}\left(M_{1}^{2}+M_{2}^{2}+4 M_{3}^{2}\right)+\alpha^{2} \sin \theta \sin \psi \tag{49}
\end{align*}
$$

where in the last line we introduced the moment maps for left actions of $S O(3)$ :

$$
\begin{align*}
& M_{1}=-\sin \psi p_{\theta}+\frac{\cos \psi}{\sin \theta} p_{\phi}-\cos \psi \cot \theta p_{\psi} \\
& M_{2}=\cos \psi p_{\theta}+\frac{\sin \psi}{\sin \theta} p_{\phi}-\sin \psi \cot \theta p_{\psi}  \tag{50}\\
& M_{3}=p_{\psi} .
\end{align*}
$$

The coordinate $\phi$ is cyclic and hence $p_{\phi}$ is a constant of motion. The Hamiltonian of the Goryachev-Chaplygin top is obtained by setting $p_{\phi}=0$,

$$
\begin{equation*}
H_{\mathrm{GC}}=\frac{1}{2}\left(\cot ^{2} \theta+4\right) p_{\psi}^{2}+\frac{1}{2} p_{\theta}^{2}+\alpha^{2} \sin \theta \sin \psi \tag{51}
\end{equation*}
$$

The following remarkable property holds: the function

$$
\begin{equation*}
K=M_{3}\left(M_{1}^{2}+M_{2}^{2}\right)-\alpha^{2} M_{2} x_{3} \tag{52}
\end{equation*}
$$

obeys

$$
\begin{equation*}
\{H, K\}=\alpha^{2} p_{\phi} M_{1} . \tag{53}
\end{equation*}
$$

Hence, for $p_{\phi}=0$, i.e., for the Goryachev-Chaplygin top, Eq. (52) is a constant of motion and reads

$$
\begin{align*}
K_{\mathrm{GC}}= & p_{\psi} p_{\theta}^{2}+\cot ^{2} \theta p_{\psi}^{3} \\
& +\alpha^{2} \cos \theta\left(\sin \psi \cot \theta p_{\psi}-\cos \psi p_{\theta}\right) \tag{54}
\end{align*}
$$

The second type of top considered in this section is Kovalevskaya's top. In this case $I_{1}=I_{2}=1=2 I_{3}$, and $y_{F}^{(\text {c.m. })}=0=z_{F}^{(\text {c.m. })}, x_{F}^{(\mathrm{CM})}=$ const. The Lagrangian is

$$
\begin{equation*}
L_{K}=\frac{1}{2}\left(\dot{\theta}^{2}+\sin ^{2} \theta \dot{\phi}^{2}\right)+\frac{1}{4}(\dot{\psi}+\cos \theta \dot{\phi})^{2}-\alpha^{2} \sin \theta \cos \psi . \tag{55}
\end{equation*}
$$

Again $\phi$ is ignorable and the Hamiltonian

$$
\begin{align*}
H_{K} & =\frac{1}{2}\left[p_{\theta}^{2}+\left(\frac{p_{\phi}}{\sin \theta}-\cot \theta p_{\psi}\right)^{2}+2 p_{\psi}^{2}\right]+\alpha^{2} \sin \theta \cos \psi \\
& =\frac{1}{2}\left(M_{1}^{2}+M_{2}^{2}+2 M_{3}^{2}\right)+\alpha^{2} \sin \theta \cos \psi \tag{56}
\end{align*}
$$

is constant. Kovalevskaya found another constant which is quartic in the momenta (Whittaker, 1917; Borisov, Kholmskaya, and Mamaev, 2001) and reads

$$
\begin{align*}
K_{K} & {\left[p_{\theta}^{2}+\left(\frac{p_{\phi}}{\sin \theta}-\cot \theta p_{\psi}\right)^{2}\right]^{2}+4 \alpha^{4} \sin ^{2} \theta } \\
& -2 \alpha^{2} \sin \theta\left[e^{i \psi( }\left(\frac{p_{\phi}}{\sin \theta}-\cot \theta p_{\psi}+i p_{\theta}\right)^{2}+\text { c.c. }\right] . \tag{57}
\end{align*}
$$

## 2. Calogero model

The Calogero model describes a set of $n$ particles on a line, interacting pairwise with an inverse square potential. It was first discussed by Calogero (1969a, 1969b, 1971); see also Calogero (2001, 2008). It is superintegrable, both classically (Wojciechowski, 1983) and quantum mechanically (Kuznetsov, 1996; Gonera, 1998). It was applied in a wide range of settings, including black hole physics (Gibbons and Townsend, 1999), gauge theory (Gorsky and Nekrasov, 1994), and fractional statistics (Polychronakos, 1989).

The Hamiltonian is given by

$$
\begin{equation*}
H=\frac{1}{2} \sum_{i=1}^{n} p_{i}^{2}+g^{2} \sum_{i<j} \frac{1}{\left(x_{i}-x_{j}\right)^{2}}, \tag{58}
\end{equation*}
$$

where $x_{i}$ and $p_{j}$ are canonical coordinates and $g$ is the common coupling constant, and the particles' mass has been set to unity.

The model is conformal: one can define the quantities

$$
\begin{gather*}
K=\frac{1}{2} \sum_{i} q_{i}^{2}  \tag{59}\\
D=-\frac{1}{2} \sum_{i} p_{i} q_{i}, \tag{60}
\end{gather*}
$$

and check that they generate the conformal algebra $\operatorname{sl}(2, \mathbb{R})$

$$
\begin{gather*}
\{K, H\}=-2 D  \tag{61}\\
\{D, H\}=-H  \tag{62}\\
\{D, K\}=K \tag{63}
\end{gather*}
$$

Moser (1975) and Barucchi and Regge (1977) showed that the system is integrable by displaying the Lax pair:

$$
\begin{gather*}
L_{j k}=p_{j} \delta_{j k}+\left(1-\delta_{j k}\right) \frac{i g}{q_{j}-q_{k}}  \tag{64}\\
M_{j k}=g\left(\delta_{j k} \sum_{l \neq j} \frac{1}{\left(q_{j}-q_{l}\right)^{2}}-\left(1-\delta_{j k}\right) \frac{1}{\left(q_{j}-q_{k}\right)^{2}}\right) \tag{65}
\end{gather*}
$$

Therefore it is possible to build $n$ integrals of motion $I_{j}=(1 / j!) \operatorname{Tr} L^{j}$, among which $I_{1}$ is the total momentum and $I_{2}$ is the Hamiltonian. Regge and Barucchi showed that the $I_{j}$ are in involution. These integrals of motion are inhomogeneous polynomial in the momenta of order $j$. Galajinsky (2012) used the fact that for the Eisenhart lift of the Calogero model these conserved quantities lift to conserved quantities that are homogeneous and of higher order in the momenta; see Eqs. (156) and (158). These consequently are in correspondence with Killing tensors, according to the results of Sec. IV.A.2.

There also exist $n-1$ extra conserved quantities that make the system superintegrable. These are built as follows: one first defines

$$
\begin{equation*}
N_{j}=\frac{1}{j}\left\{K, I_{j}\right\}, \tag{66}
\end{equation*}
$$

and notes that

$$
\begin{equation*}
\left\{D, I_{j}\right\}=-\frac{1}{2} j I_{j} \tag{67}
\end{equation*}
$$

From this and the Jacobi identity it follows that

$$
\begin{equation*}
\left\{N_{j}, H\right\}=I_{j} \tag{68}
\end{equation*}
$$

Then the quantities

$$
\begin{equation*}
\tilde{I}_{j}=N_{j}-t I_{j} \tag{69}
\end{equation*}
$$

are conserved. In particular, the $n-1$ quantities $\tilde{I}_{i} I_{j}-\tilde{I}_{j} I_{i}$ do not depend explicitly on time and are functionally independent (Wojciechowski, 1983). The $\tilde{I}_{j}$ also lift and give Killing tensors of the Eisenhart lift metric.

## 3. Kepler problem

The Kepler problem describes a classical particle of mass $m$ in three-dimensional space, in a central potential that is proportional to the inverse square of the distance from the origin of the coordinates. It is one of the main examples of solvable Hamiltonian systems: it is superintegrable, having the maximum number 5 of functionally independent constants of motion, its group of dynamical symmetries is well known and has been discussed from several points of view, as well as the quantum version of the problem. For all these reasons it is a typical textbook example, and there are books exclusively dedicated to its study, a good example being the one by Cordani (2003). The conserved Laplace-Runge-Lenz vector of the Kepler problem, that is not linear in the momenta, has been (re)discovered and discussed by various authors in the past and using different points of view, including Hermann, Bernoulli, Laplace, Gibbs, and Jacobi. Hulthén noticed that for bound orbits the Poisson brackets of the angular momentum and the Laplace-Runge-Lenz vector form a Lie algebra isomorphic to that of $O(4)$ (Hulthén, 1933), and Fock (1935) showed, analyzing the quantum problem in the context of the nonrelativistic hydrogen atom, that there exists a dynamical symmetry group $O(4)$ that acts on bound states mixing orbitals with the same energy but different angular momentum, and that this can be explained by the fact that the Schrödinger equation in momentum space is the stereographic projection of the spherical harmonics on the sphere. Subsequently Bargmann (1936) showed that the constants of motion of the Kepler problem generate Fock's group of transformations. Rogers (1973) explicitly constructed the finite dynamical symmetry transformations for negative energy trajectories, using an eight-dimensional enlarged phase space and rewriting the dynamics and the transformations using quaternions. Prince and Eliezer (1981) showed that the dynamical symmetries associated with the Laplace-RungeLenz vector can be obtained from Lie's theory of differential equations.

The Hamiltonian of the Kepler problem is given by

$$
\begin{equation*}
H(\vec{r}, \vec{p})=\frac{p^{2}}{2 m}-\frac{k}{r} \tag{70}
\end{equation*}
$$

Trajectories of negative energy are given by ellipses, zero energy ones by parabolas, and positive energy ones by hyperbolas. The angular momentum

$$
\begin{equation*}
\vec{L}=\vec{r} \times \vec{p} \tag{71}
\end{equation*}
$$

and the Laplace-Runge-Lenz vector

$$
\begin{equation*}
\vec{A}=\vec{p} \times \vec{L}-m k \frac{\vec{r}}{r} \tag{72}
\end{equation*}
$$

are conserved vectors. Note that $\vec{A}$ is not linear in the momentum. In fact, Duval, Gibbons, and Horváthy (1991) showed that the Kepler problem can be lifted to null geodesic motion in five dimensions, and that Eq. (72) lifts to a fivedimensional conserved quantity that is homogeneous and second order in the momenta, generated by a conformal

Killing tensor as described in Sec. II.A.3. This is an example of the Eisenhart-Duval lift, described in detail in Sec. IV. Earlier Crampin (1984) noted that the Laplace-Runge-Lenz vector can be written using a Killing-tensor in three dimensions. The equations he wrote are a special case of those that appear for the Eisenhart non-null lift of Sec. IV.B.
$\vec{L}$ and $\vec{A}$ satisfy the following algebra:

$$
\begin{align*}
& \left\{L^{i}, L^{j}\right\}=\sum_{k=1}^{3} \epsilon^{i j k} L^{k}, \\
& \left\{L^{i}, A^{j}\right\}=\sum_{k=1}^{3} \epsilon^{i j k} A^{k},  \tag{73}\\
& \left\{A^{i}, A^{j}\right\}=-2 m H \sum_{k=1}^{3} \epsilon^{i j k} L^{k} .
\end{align*}
$$

If we restrict one to solutions with zero energy $H=0$, the bracket of $A$ with itself is zero and the algebra of $\vec{L}$ and $\vec{A}$ is that of $O(3) \ltimes \mathbb{R}^{3}$. For solutions with $H=E \neq 0$ one can rescale $\vec{A}$ according to

$$
\vec{B}=\frac{\vec{A}}{\sqrt{2 m|E|}}
$$

Then the Poisson algebra becomes

$$
\begin{gather*}
\left\{L^{i}, B^{j}\right\}=\sum_{k=1}^{3} \epsilon^{i j k} B^{k},  \tag{74}\\
\left\{B^{i}, B^{j}\right\}=-\operatorname{sgn}(E) \sum_{k=1}^{3} \epsilon^{i j k} L^{k}, \tag{75}
\end{gather*}
$$

where we defined $\operatorname{sgn}(x)=x /|x|$ for $x \neq 0, \operatorname{sgn}(0)=0$. The algebra is that of $O(4)$ for $E<0$, and $O(1,3)$ for $E>0$. According to the results discussed in Sec. II.A.1, $\vec{L}$ and $\vec{A}$ generate infinitesimal canonical transformations of the kind

$$
\begin{equation*}
\delta x^{i}=\epsilon\left\{x^{i}, f\right\}, \quad \delta p_{i}=\epsilon\left\{p_{i}, f\right\}, \tag{76}
\end{equation*}
$$

where $f$ is any of the components of $\vec{L}$ or $\vec{A}$ and $\epsilon$ is an infinitesimal parameter. Since $\vec{L}$ and $\vec{A}$ are conserved, the transformations will change a trajectory into a trajectory of the same energy. For those not accustomed to dynamical symmetry transformations one can find in Cariglia and Silva Araújo (2013) a pedagogical discussion of the finite form of the transformations of the trajectories for the Kepler problem. Ellipses are transformed into ellipses, parabolas into parabolas, and the same for hyperbolas, but their shape and their eccentricity change, apart from the eccentricity of parabolas which is fixed. Subtle variations of Kepler's three laws for different but related dynamical problems are pedagogically discussed by MacKay and Salour (2014).

## 4. Motion in two Newtonian fixed centers

We use here the same notation used in Sec. II.B.3. The problem of motion in two Newtonian fixed centers was first studied by Euler in 1760, and then received contributions
along time by several scientists, including Lagrange, Liouville, Laplace, Jacobi, Le Verrier, Hamilton, Poincaré, and Birkhoff. It has since being referred to as Euler's three body problem. A detailed review of the Euler problem and related integrable systems is given by Mathúna (2008). It has applications both in Newtonian gravity and in the study of a one-electron diatomic molecule in the adiabatic approximation (Dalgarno and McCarroll, 1956). As an example, Pauli studied molecular hydrogen in his doctoral dissertation using the classical solutions of the Euler problem.

The Hamiltonian is given by

$$
\begin{equation*}
H(\vec{r}, \vec{p})=\frac{p^{2}}{2 m}-\frac{k_{1}}{r_{1}}--\frac{k_{2}}{r_{2}}, \tag{77}
\end{equation*}
$$

where $r_{1,2}^{2}=x_{1}^{2}+x_{2}^{2}+\left(x_{3} \mp a\right)^{2}$, and $2 a>0$ is the distance between the two fixed centers, which we suppose lying on the $x_{3}$ axis with the origin of coordinates in their midpoint.

Since the potential is axisymmetric, $p_{3}$ is a conserved quantity. One can qualitatively expect that the problem will admit close orbits by considering the simpler case of the Kepler problem. There we know that the inverse distance potential admits elliptic orbits such that the source of the potential lies in one of the foci. It is also known that during motion the position of the foci does not change, associated with the conservation of the Laplace-Runge-Lenz vector. So placing two separate sources of potential in the two foci one should still have the same type of orbit, according to a theorem due to Legendre and known by the name of Bonnet. Doing this still leaves the freedom of changing the ellipse's eccentricity. As a matter of fact a third, nontrivial conserved quantity that is quadratic in momenta exists for the problem and is given by (Coulson and Joseph, 1967)

$$
\begin{equation*}
K=L^{2}+a^{2} p_{3}^{2}-2 a m\left(\frac{k_{1} z}{r_{1}}-\frac{k_{2} z}{r_{2}}\right) . \tag{78}
\end{equation*}
$$

$K$ generates nontrivial dynamical symmetries. The functions $\left\{H, p_{3}, K\right\}$ are independent and mutually Poisson commute, and therefore the system is integrable. The solutions can be written in terms of elliptic integrals using confocal conic coordinates (Jacobi, 1969).

The problem was recently and independently rediscovered by Will (2009). Will studied the motion of a nonrelativistic particle in a generic axisymmetric Newtonian potential, asking what type of distribution of mass or charge can give rise to a third conserved quantity in addition to the energy and the component of the angular momentum along the symmetry axis. The answer is that the potential must be that of the Euler problem. Interestingly, Will found that the multipole moments of such potential satisfy the same relations of the electric moments associated with the no-hair theorem in the Kerr geometry. Interestingly, the general relativistic analog of the two-fixed centers, the Bach-Weyl solution (Bach and Weyl, 2012), does not possess such second order in momenta conserved quantity, thus making even more significant the existing result for the Kerr metric.

## 5. Neumann model

The Neumann model (Neumann, 1859) describes a particle moving on a sphere $S^{n-1}$ subject to harmonic forces with different frequencies $\omega_{i}, i=1, \ldots, n$, in each direction. We assume the frequencies to be ordered as $\omega_{1}^{2}<\omega_{2}^{2}<\cdots<\omega_{n}^{2}$. The model is integrable and there are $n-1$ independent conserved quantities in involution that are quadratic in the momenta.

The equations of motion are most easily written starting with the Lagrangian version of the theory. One can employ a Lagrange multiplier $\Lambda$ to write the Lagrangian function as

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2} \sum_{i=1}^{n}\left(\dot{x}_{i}^{2}-\omega_{i}^{2} x_{i}^{2}\right)+\frac{\Lambda}{2}\left(\sum_{i=1}^{n} x_{i}^{2}-1\right) \tag{79}
\end{equation*}
$$

This gives the equations of motion

$$
\begin{equation*}
\sum_{i=1}^{n} x_{i}^{2}-1=0, \quad \ddot{x}_{i}=-\omega_{i}^{2} x_{i}+\Lambda x_{i} . \tag{80}
\end{equation*}
$$

The second time derivative of the constraint implies that $\sum_{i}\left(x_{i} \ddot{x}_{i}+\dot{x}_{i}^{2}\right)=0$. Multiplying the second equation of motion times $x_{i}$ and summing over $i$ we can then solve for $\Lambda=-\sum_{i}\left(\dot{x}_{i}^{2}-\omega_{i}^{2} x_{i}^{2}\right)$, and the equations of motion are reexpressed as

$$
\begin{equation*}
\ddot{x}_{i}=-\omega_{i}^{2} x_{i}-x_{i} \sum_{j}\left(\dot{x}_{j}^{2}-\omega_{j}^{2} x_{j}^{2}\right) . \tag{81}
\end{equation*}
$$

Vice versa, assuming the equations of motion (81) and initial conditions $\sum_{i=1}^{n} x_{i}^{2}=1, \sum_{i} x_{i} \dot{x}_{i}=0$, then the conditions are valid for the whole motion.

To appreciate the presence of hidden symmetries of the dynamics it is easier to work in the Hamiltonian framework. We start with the enlarged phase space $\left\{x_{i}, p_{i}, i=1, \ldots, n\right\}$ with canonical Poisson brackets $\left\{x_{i}, p_{j}\right\}=\delta_{i j}$, and introduce the antisymmetric flat angular momentum quantities

$$
\begin{equation*}
J_{l m}=x_{l} p_{m}-x_{m} p_{l} \tag{82}
\end{equation*}
$$

From these we build the Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2} \sum_{l<m} J_{l m}^{2}+\frac{1}{2} \sum_{i} \omega_{i}^{2} x_{i}^{2} . \tag{83}
\end{equation*}
$$

The associated equations of motion are

$$
\begin{gather*}
\dot{x}_{i}=-J_{i j} x_{j},  \tag{84}\\
\dot{p}_{i}=-J_{i j} p_{j}-\omega_{i}^{2} x_{i} . \tag{85}
\end{gather*}
$$

The function $C=(1 / 2) \sum_{i} x_{i}^{2}$ is trivially conserved and according to the results of Sec. II.A. 2 it generates the dynamical symmetry $x_{i} \rightarrow x_{i}, p_{i} \rightarrow p_{i}+\lambda x_{i}$. We use $C$ to perform a Marsden-Weinstein dimensional reduction of the phase space: that is, we work on the level set $C=1 / 2$ and take the quotient of the level set with respect to the action of $X_{C}$.

This guarantees that we get a new symplectic manifold, the Marsden-Weinstein symplectic quotient.

For each motion it is always possible to choose a representative $\bar{p}_{i}$ in the quotient such that $\sum_{i} x_{i} \bar{p}_{i}=0$ : setting $\bar{p}_{i}=p_{i}+\lambda(t) x_{i}$, this gives $\lambda(t)=-\sum_{i} x_{i}(t) p_{i}(t)$. Then the equations of motion (84) imply $\dot{\lambda}=\sum_{i} \omega_{i}^{2} x_{i}^{2}$. Now we can obtain second order equations for $x$ eliminating $\bar{p}$ : first we calculate $\dot{\bar{p}}_{i}=-J_{i j} \bar{p}_{j}-\omega_{i}^{2} x_{i}+\left(\sum_{k} \omega_{k}^{2} x_{k}^{2}\right) x_{i}$, and then note that $\dot{x}_{i}=-J_{i j} x_{j}=-\bar{J}_{i j} x_{j}=\bar{p}_{i}$, so that taking one more derivative one recovers exactly Eq. (81).

Uhlenbeck (1975) showed that the Neumann system admits the following $n-1$ independent constants of motion in involution:

$$
\begin{equation*}
F_{i}=x_{i}^{2}+\sum_{k \neq i} \frac{J_{i k}^{2}}{\omega_{i}^{2}-\omega_{k}^{2}}, \tag{86}
\end{equation*}
$$

with $\sum_{i} F_{i}=1$.

## 6. Geodesics on an ellipsoid

The problem of geodesics on an ellipsoid is one of the oldest integrable systems. Jacobi (1839a, 1839b) solved it for the two-dimensional ellipsoid reducing it to quadratures, and Moser (1980) obtained the solution using the modern theory of Lax pairs and isospectral deformations. The $n$-dimensional case was studied by Knörrer (1980) from the algebrogeometric point of view, and by Perelomov (2000) using the projection method.

It is useful to write the Hamiltonian for this problem using the notation of the previous section, as the system is contained in the Neumann problem:

$$
\begin{align*}
H=\sum_{i} \frac{F_{i}}{\omega_{i}^{2}} & =(X, X)_{\omega}-(X, X)_{\omega}(P, P)_{\omega}+(X, P)_{\omega}^{2} \\
& =(X, X)_{\omega}\left[1-(\xi, \xi)_{\omega}\right] \tag{87}
\end{align*}
$$

where we introduced the $\omega$ scalar product

$$
(V, W)_{\omega}=\sum_{i} \frac{1}{\omega_{i}^{2}} v_{i} w_{i}
$$

and

$$
\begin{equation*}
\xi=P-\frac{(X, P)_{\omega}}{(X, X)_{\omega}} X \tag{88}
\end{equation*}
$$

One should note that $\xi$ and $H$ are invariant under the same transformation of the previous section, $x_{i} \rightarrow x_{i}$, $p_{i} \rightarrow p_{i}+\lambda x_{i}$, and therefore once again we consider a Marsden-Weinstein dimensional reduction and assume that $\sum_{i} x_{i}^{2}=1$.

We now show that choosing the constraint $H=0$ leads to the vector $\xi$ following geodesics on the ellipsoid $(\xi, \xi)_{\omega}=1$. First we remind the reader that the geodesic equation for a geodesic on a submanifold $f(\xi)=0$ is given by

$$
\begin{equation*}
\frac{d}{d \lambda} \frac{\xi^{\prime}}{\sqrt{\xi^{\prime} \cdot \xi^{\prime}}}=\Lambda \nabla f(\xi) \tag{89}
\end{equation*}
$$

where $\xi^{\prime}=d \xi / d \lambda$ and $\lambda$ is a parameter on the trajectory. The geometrical meaning is that the acceleration of $\xi$ with respect to the arc length parameter is normal to the surface and can be seen by finding the extrema of the functional

$$
\begin{equation*}
\int\left[\sqrt{\xi^{\prime} \cdot \xi^{\prime}}+\Lambda f(\xi)\right] d \lambda \tag{90}
\end{equation*}
$$

where $\Lambda$ is a Lagrange multiplier.
Next we calculate the time derivative of $\xi$ as follows:

$$
\begin{align*}
\dot{x}_{i} & =\frac{\partial H}{\partial p_{i}}=-2(X, X)_{\omega} \frac{p_{i}}{\omega_{i}^{2}}+2(X, P)_{\omega} \frac{x_{i}}{\omega_{i}^{2}} \\
& =-2(X, X)_{\omega} \frac{\xi_{i}}{\omega_{i}^{2}},  \tag{91}\\
\dot{p}_{i} & =-\frac{\partial H}{\partial x_{i}}=-2\left[1-(P, P)_{\omega}\right] \frac{x_{i}}{\omega_{i}^{2}}-2 Q(X, Y)_{\omega} \frac{p_{i}}{\omega_{i}^{2}},
\end{align*}
$$

and then from the definition of $\xi$ [Eq. (88)]:

$$
\begin{equation*}
\dot{\xi}_{i}=-2 \frac{H}{(X, X)_{\omega}} \frac{x_{i}}{\omega_{i}^{2}}-\dot{s} x_{i} \tag{92}
\end{equation*}
$$

where $s=(X, Y)_{\omega} /(X, X)_{\omega} . s$ is in fact the arc length parameter since the equation of motion for $\xi$ reduces, when $H=0$, to

$$
\begin{equation*}
\frac{d \xi_{i}}{d s}=-x_{i} \tag{93}
\end{equation*}
$$

from which

$$
\frac{d \xi_{i}}{d s} \cdot \frac{d \xi_{i}}{d s}=1
$$

Then taking one more time derivative

$$
\begin{equation*}
\frac{d}{d t} \frac{d \xi_{i}}{d s}=2(X, X)_{\omega} \frac{\xi_{i}}{\omega_{i}^{2}} \propto \nabla(\xi, \xi)_{\omega} \tag{94}
\end{equation*}
$$

which shows that the evolution of $\xi$ is geodesic.

## 7. Quantum dots

The following model of a quantum dot was discussed by Alhassid, Hinds, and Meschede (1987), Blümel et al. (1989), Ganesan and Lakshmanan (1989), Simonović and Nazmitdinov (2003), and Zhang et al. (2014). It describes two charged particles with Coulomb interaction in a constant magnetic field $B$ and a confining oscillator potential. The Hamiltonian is given by

$$
\begin{equation*}
H=\sum_{i=1}^{2}\left[\frac{1}{2} \vec{\Pi}_{i}^{2}+V\left(r_{i}\right)\right]-\frac{a}{\left|\vec{r}_{1}-\vec{r}_{2}\right|}, \tag{95}
\end{equation*}
$$

where $a$ is a constant, $\vec{\Pi}$ is the covariant momentum introduced in Sec. II.A.4, the magnetic field points in the
$z$ direction, and the confining oscillator potential is axially symmetric:

$$
\begin{equation*}
V\left(\vec{r}_{a}\right)=\frac{1}{2}\left[\omega_{0}^{2}\left(x_{a}^{2}+y_{a}^{2}\right)+\omega_{z}^{2} z_{a}^{2}\right] . \tag{96}
\end{equation*}
$$

The problem is reduced to an effective one-particle problem by realizing that the center of mass coordinates separate. Focusing on relative cylindrical coordinates $\left(\rho, z, \varphi, \pi_{\rho}, \pi_{z}, \pi_{\varphi}\right)$ one is left with

$$
\begin{equation*}
H_{\mathrm{rel}}=\frac{1}{2} g^{\mu \nu} \pi_{\mu} \pi_{\nu}+V(\rho, z, \varphi) \tag{97}
\end{equation*}
$$

where $g_{\mu \nu}=\operatorname{diag}\left(1,1, \rho^{2}\right)$ and the potential is given by

$$
\begin{equation*}
V(\rho, z, \varphi)=\frac{1}{2}\left[\omega_{0}^{2} \rho^{2}+\omega_{z}^{2} z^{2}\right]-\frac{a}{\sqrt{\rho^{2}+z^{2}}} \tag{98}
\end{equation*}
$$

In the formalism of Sec. II.A. 4 the $z$ component of the angular momentum, a conserved quantity, is written as

$$
\begin{equation*}
L_{z}=L_{(1)}^{\mu} \pi_{\mu}+L_{(0)} \tag{99}
\end{equation*}
$$

where $L_{(1)}^{\mu}=(0,0,1)$ is a Killing vector, $L_{(0)}=\omega_{L} \rho^{2}$ its associated scalar, and $\omega_{L}=e B / 2$ is the Larmor frequency.

The Hamiltonian also presents extra constants of motion when the parameter

$$
\tau=\frac{\omega_{z}}{\sqrt{\omega_{0}^{2}+\omega_{L}^{2}}}
$$

assumes specific values. When $\tau=2$, as discussed by Alhassid, Hinds, and Meschede (1987), Blümel et al. (1989), Ganesan and Lakshmanan (1989), Simonović and Nazmitdinov (2003), and Zhang et al. (2014), the system is separable in parabolic coordinates and a new constant of motion that solves the generalized Killing equations (35) arises, associated with a second rank Killing tensor:

$$
\begin{align*}
K & =\frac{1}{2} K_{(2)}^{\mu \nu} \pi_{\mu} \pi_{\nu}+K_{(1)}^{\mu} \pi_{\mu}+K_{(0)} \\
& =z \pi_{\rho}^{2}-\rho \pi_{\rho} \pi_{z}+\frac{z}{\rho^{2}} \pi_{\varphi}^{2}+2 \omega_{L} z \pi_{\varphi}-\omega_{0}^{2} \rho^{2} z-\frac{a z}{\sqrt{\rho^{2}+z^{2}}} \tag{100}
\end{align*}
$$

When $\tau=1 / 2$ instead it is possible to find a conserved quantity that is quartic in the momenta and originates from a rank-4 Killing tensor. As seen in Sec. III this means that the system is integrable although not separable. The quartic constant of motion is given by the longer expression (Cariglia et al., 2014)

$$
\begin{align*}
C= & \rho^{2} \pi_{z}^{4}-2 \rho z \pi_{\rho} \pi_{z}^{3}+z^{2} \pi_{\rho}^{2} \pi_{z}^{2}+\frac{1}{\rho^{2}} \pi_{\varphi}^{4}+\pi_{\rho}^{2} \pi_{\varphi}^{2} \\
& +\left(2+\frac{z^{2}}{\rho^{2}}\right) \pi_{z}^{2} \pi_{\varphi}^{2}+2 \omega_{L} \pi_{\varphi}\left(\rho^{2} \pi_{\rho}^{2}+\left(2 \rho^{2}+z^{2}\right) \pi_{z}^{2}\right) \\
& +\left[\left(2 \omega_{z}^{2}-\omega_{0}^{2}\right) z^{2} \rho^{2}+2 \omega_{L}^{2} \rho^{4}-\frac{2 a \rho^{2}}{\sqrt{z^{2}+\rho^{2}}}\right] \pi_{z}^{2} \\
& +\left[\frac{2}{3}\left(2 \omega_{0}^{2}-5 \omega_{z}^{2}+2 \omega_{L}^{2}\right) z^{3} \rho+\frac{2 a z \rho}{\sqrt{z^{2}+\rho^{2}}}\right] \pi_{z} \pi_{\rho} \\
& +\left[\omega_{L}^{2} \rho^{4}-\frac{1}{3}\left(\omega_{0}^{2}-4 \omega_{z}^{2}+\omega_{L}^{2}\right) z^{4}\right] \pi_{\rho}^{2} \\
& +\left[2 \omega_{z}^{2} z^{2}+\left(\omega_{0}^{2}-5 \omega_{L}^{2}\right) \rho^{2}-\frac{1}{3}\left(\omega_{0}^{2}-4 \omega_{z}^{2}+\omega_{L}^{2}\right) \frac{z^{4}}{\rho^{2}}\right. \\
& \left.-\frac{2 a}{\sqrt{z^{2}+\rho^{2}}}\right] \pi_{\varphi}^{2}-2 \omega_{L} \pi_{\varphi}\left[\frac{1}{3}\left(\omega_{0}^{2}-4 \omega_{z}^{2}+\omega_{L}^{2}\right) z^{4}\right. \\
& \left.-2 \omega_{z}^{2} z^{2} \rho^{2}+\left(3 \omega_{L}^{2}-\omega_{0}^{2}\right) \rho^{4}+\frac{2 a \rho^{2}}{\sqrt{z^{2}+\rho^{2}}}\right] \\
& +\omega_{z}^{4} z^{4} \rho^{2}+2 \omega_{z}^{2} \omega_{L}^{2} z^{2} \rho^{4}-\omega_{L}^{2}\left(3 \omega_{L}^{2}-4 \omega_{z}^{2}\right) \rho^{6} \\
& +\frac{2 a}{\sqrt{z^{2}+\rho^{2}}}\left[\omega_{z}^{2} z^{2} \rho^{2}-\omega_{L}^{2} \rho^{4}\right]-\frac{a^{2}}{2} \frac{z^{2}-\rho^{2}}{z^{2}+\rho^{2}} \tag{101}
\end{align*}
$$

## 8. Spinning particle

The spinning particle theory describes a particle in a curved spacetime with $n$ dimensions using a set of real coordinates $x^{\mu}$, $\mu=1, \ldots, n$, and a set of Grassmannian variables $\theta^{a}$, $a=1, \ldots, n$, related to the spin. Its nonrelativistic version was first studied by Casalbuoni (1976a). Casalbuoni also discussed the quantization of generic systems with fermionic variables, showing that it yields a quantum theory with Fermi operators, and vice versa that the $\hbar \rightarrow 0$ limit of quantum theory is in general given by a pseudoclassical theory with Grassmannian variables (Casalbuoni, 1976b). The relativistic version of the theory was introduced by Brink et al. (1976), Berezin and Marinov (1977), and Brink, Di Vecchia, and Howe (1977), and it can be thought of as a semiclassical description of a Dirac fermion. The Hamiltonian is given by

$$
\begin{equation*}
H=\frac{1}{2} \Pi_{\mu} \Pi_{\nu} g^{\mu \nu}, \quad \Pi_{\mu}=p_{\mu}-\frac{i}{2} \theta^{a} \theta^{b} \omega_{\mu a b}=g_{\mu \nu} \dot{x}^{\nu} \tag{102}
\end{equation*}
$$

where $p_{\mu}$ is the momentum canonically conjugate to $x^{\mu}, \Pi_{\mu}$ is the covariant momentum, and $\omega_{\mu a b}$ is the spin connection. Upon quantization the $\theta$ variables are lifted to gamma matrices. Poisson brackets are defined as

$$
\begin{equation*}
\{F, G\}=\frac{\partial F}{\partial x^{\mu}} \frac{\partial G}{\partial p_{\mu}}-\frac{\partial F}{\partial p_{\mu}} \frac{\partial G}{\partial x^{\mu}}+i(-1)^{a_{F}} \frac{\partial F}{\partial \theta^{a}} \frac{\partial G}{\partial \theta_{a}} \tag{103}
\end{equation*}
$$

where $a_{F}$ is the Grassmann parity of $F$.
There is a fermionic generator of supersymmetry transformations on the world sheet:

$$
\begin{equation*}
Q=\theta^{a} e_{a}^{\alpha} \Pi_{\alpha} \tag{104}
\end{equation*}
$$

which obeys

$$
\begin{equation*}
\{H, Q\}=0, \quad\{Q, Q\}=-2 i H . \tag{105}
\end{equation*}
$$

Equations of motion are accompanied by two physical (gauge) conditions

$$
\begin{equation*}
2 H=-1, \quad Q=0 \tag{106}
\end{equation*}
$$

Upon quantization the second condition maps into the Dirac equation on states.

Hidden symmetries of the dynamics for the spinning particles were discussed for the first time by Gibbons, Rietdijk, and van Holten (1993). One of the motivations was understanding the classical counterpart of the result by Carter and Mclenaghan (1979) that showed that in the KerrNewman background there exists a linear differential operator which commutes with the Dirac operator. Gibbons and collaborators showed that if a curved background admits a Killing-Yano tensor of rank 2, then this can be used to build a conserved quantity in the theory of the spinning particle, and such conserved quantity is a fermionic generator of extra supersymmetry transformations, the prominent example being that of the Kerr-Newman metric. In fact, Killing-Yano tensors are so special that the result keeps holding for the quantum case, where a linear differential operator that commutes with the Dirac operator can be built every time such a tensor exists, in all dimensions and signatures (Benn and Charlton, 1997b; Benn and Kress, 2004) and with no anomalies; this result will be discussed in more detail in Sec. VI.D.2. To emphasize how this result is remarkable one should note that in the case of the Klein-Gordon equation candidate symmetry operators whose classical limit corresponds to conserved quantities are in general anomalous and commute with the wave operator only if certain conditions hold; see the discussion in Sec. VI.C.

Given a rank-2 Killing-Yano tensor $h$ the conserved charge found by Gibbons and collaborators is

$$
\begin{equation*}
\mathcal{Q}_{h}=\Pi^{\lambda} h_{\lambda \mu} \theta^{\mu}-\frac{i}{3} \nabla_{\mu_{1}} h_{\mu_{2} \mu_{3}} \theta^{\mu_{1}} \theta^{\mu_{2}} \theta^{\mu_{3}} \tag{107}
\end{equation*}
$$

This has been generalized to the case of a rank- $p$ Killing-Yano tensor by Tanimoto (1995) in

$$
\begin{align*}
\mathcal{Q}_{h}= & \Pi^{\mu_{1}} h_{\mu_{1} \cdots \mu_{p}} \theta^{\mu_{2}} \cdots \theta^{\mu_{p}} \\
& -\frac{i}{p+1} \nabla_{\mu_{1}} h_{\mu_{2} \cdots \mu_{p+1}} \theta^{\mu_{1}} \cdots \theta^{\mu_{p+1}} . \tag{108}
\end{align*}
$$

Recently Kubizňák and Cariglia (2012) studied the spinning particle theory in the Kerr-NUT-(A)dS spacetimes. These describe rotating black holes with cosmological constant in arbitrary dimension and are discussed in detail in Sec. V.B.2. In these metrics there exists a complete set of mutually commuting operators, one of which is the Dirac operator, and the Dirac equation is separable, as discussed in Sec. VI.D.

In the Kerr-NUT-(A)dS spacetimes with $n=2 N+\epsilon$ dimensions there are $N+\varepsilon$ Killing vectors $\xi_{(k)}$. Here $\epsilon=$ 0,1 parametrizes whether the dimension $n$ is even or odd. According to Eq. (108) with these one can construct bosonic superinvariants, i.e., invariant quantities that are even in the Grassmannian variables. These invariants are linear in velocities and given by

$$
\begin{equation*}
Q_{\xi_{(k)}}=\xi_{(k)}^{\alpha} \Pi_{\alpha}-\frac{i}{4} \theta^{a} \theta^{b}\left(d \xi_{(k)}\right)_{a b} \tag{109}
\end{equation*}
$$

These can be used to express some components of the velocities $\Pi$ in terms of the conserved quantities and of the $\theta$ variables. Kubizňák and Cariglia (2012) showed that it is possible to find $N$ further bosonic supersymmetric conserved quantities $\mathcal{K}_{(j)}$, this time quadratic in the velocities. These new quantities will not be conserved nor supersymmetric in a general metric, but they are for Kerr-NUT-(A)dS. The $(N+\varepsilon)+N=n$ quantities are all independent and using them it is possible to express all the components of $\Pi$, thus showing that the bosonic sector of the theory is integrable.

The quantities $\mathcal{K}_{(j)}$ are written as

$$
\begin{align*}
\mathcal{K}_{(j)} & =K_{(j)}^{\mu \nu} \Pi_{\mu} \Pi_{\nu}+\mathcal{L}_{(j)}^{\mu} \Pi_{\mu}+\mathcal{M}_{(j)} \\
\mathcal{L}_{(j)}^{\mu} & =\theta^{a} \theta^{b} L_{(j) a b}{ }^{\mu}, \quad \mathcal{M}_{(j)}=\theta^{a} \theta^{b} \theta^{c} \theta^{d} M_{(j) a b c d} \tag{110}
\end{align*}
$$

The tensors $K, L$, and $M$ are given by

$$
\begin{align*}
K^{\mu \nu}= & h^{\mu \kappa_{1} \cdots \kappa_{p-1}} h_{\kappa_{1} \cdots \kappa_{p-1}}^{\nu} \\
L_{\mu \nu}^{\rho}= & \left.-\frac{2 i}{p+1} h_{\left[\mu\left|\kappa_{1} \cdots \kappa_{p-1}\right|\right.}(d h)_{\nu}\right]^{\rho \kappa_{1} \cdots \kappa_{p-1}} \\
& -\frac{2 i}{p+1}(d h)_{\mu \nu \kappa_{1} \cdots \kappa_{p-1}} h^{\rho \kappa_{1} \cdots \kappa_{p-1}},  \tag{111}\\
M_{\mu \nu \rho \sigma}= & -\frac{i}{4} \nabla_{[\mu} L_{\nu \rho \sigma]},
\end{align*}
$$

where $h_{\mu_{1} \cdots \mu_{p}}$ is the rank- $p$ Killing-Yano tensor present in the spacetime, for $p=2,4, \ldots, 2 N$ in even dimensions and $p=1,3, \ldots, 2 N-1$ in odd dimensions; see Sec. V.B.2, and, in particular, Eqs. (207) and (208).

Examples of pseudoclassical theories displaying hidden symmetries can be found, for example, in Leiva and Plyushchay (2003), Nirov and Plyushchay (1997, 1998), Plyushchay (1999, 2000b, 2001), and Plyushchay and Wipf (2014).

## III. HAMILTON-JACOBI EQUATION AND HIDDEN SYMMETRIES

In this section we describe the theory of separation of variables for the Hamilton-Jacobi equation and its links with hidden symmetries of the dynamics and with the EisenhartDuval lift, which will be discussed in Sec. IV.

## A. Hamilton-Jacobi equation

The Hamilton-Jacobi equation can be regarded as one of the deepest formulations of classical Hamiltonian dynamics. Let $\mathcal{P}$ be a symplectic manifold with $2 n$ dimensions and consider a Hamiltonian system with Hamiltonian function $H: \mathcal{P} \rightarrow \mathbb{R}$, in local coordinates $H=H\left(q^{\mu}, p_{\nu}\right)$. The Hamilton-Jacobi equation is the following first-order partial differential equation in $n+1$ variables, in general nonlinear,

$$
\begin{equation*}
\frac{\partial S}{\partial t}+H\left(q^{\mu}, \frac{\partial S}{\partial q^{\nu}}, t\right)=0 \tag{112}
\end{equation*}
$$

for a function $S=S\left(t, q^{\mu}\right)$. A complete integral is defined as a function $S=S\left(t, q^{\mu}, P_{\nu}\right)+C$, where the $P_{\nu}$ and $C$ are constants. Once we have a complete integral, we can interpret it as the generating function of a canonical transformation between the original Hamiltonian system and a new system with variables $Q^{\mu}, P_{\nu}$ and $H^{\prime}$. The link between old and new variables is given by

$$
\begin{align*}
p_{\nu}(t, q, P) & =\frac{\partial S}{\partial q^{\nu}} \\
Q^{\mu}(t, q, P) & =\frac{\partial S}{\partial P_{\mu}}  \tag{113}\\
H^{\prime} & =H+\frac{\partial S}{\partial t}
\end{align*}
$$

Then, Eq. (112) implies $H^{\prime}=0$, which means that the function $S$ generates a canonical transformation that trivializes the system. Then $Q$ and $P$ are constants of motion and, assuming the second equation in Eq. (113) is invertible, one can obtain $q=q(Q, P, t)$, and then from the previous equation $p=p(Q, P, t)$.

Equation (112) is formally similar to the Schrödinger equation, and in fact there are links to it and to quantum mechanics. For a time independent Hamiltonian we can always separate variables by setting $S(q, P, t)=$ $W(q, P)-E t$, where we chose $P_{1}=E$. The HamiltonJacobi equation becomes

$$
\begin{equation*}
H\left(q^{\mu}, \frac{\partial W}{\partial q^{\nu}}\right)=E . \tag{114}
\end{equation*}
$$

Then for every function $f(P)$ we consider the wave fronts that are given by the hypersurfaces in position space

$$
\begin{equation*}
S(q, P, t)=W(q, P)-E t=f(P) \tag{115}
\end{equation*}
$$

The normal to this surfaces is given by $\partial_{q} W=p$ for any choice of $f$. The connection with quantum mechanics arises as follows. For simplicity we consider a single particle interacting with a potential, with Hamiltonian of the kind $H=p^{2} / 2 m+V(q)$; however, the reasoning can be generalized to multiple interacting particles. We consider the associated Schrödinger equation

$$
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \nabla^{2} \psi+V(q) \psi \tag{116}
\end{equation*}
$$

and parameterize the wave function as

$$
\begin{equation*}
\psi(q, t)=A(q, t) \exp \left(\frac{i}{\hbar} \varphi(q, t)\right) \tag{117}
\end{equation*}
$$

Then Schrödinger's equation splits into the following two equations:

$$
\begin{align*}
\frac{\partial \rho}{\partial t}+\vec{\nabla}_{q} \cdot \vec{J} & =0 \\
\frac{1}{2 m}\left(\nabla_{q} \varphi\right)^{2}+V(q)+\frac{\partial \varphi}{\partial t} & =\frac{\hbar^{2}}{2 m} \frac{\nabla_{q}^{2} A}{A} \tag{118}
\end{align*}
$$

where

$$
\begin{equation*}
\rho=A^{2}, \quad \vec{J}=\operatorname{Re}\left(\frac{\hbar}{i m} \psi^{*} \nabla_{q} \psi\right)=\rho \frac{\nabla_{q} \varphi}{m} . \tag{119}
\end{equation*}
$$

In the small $\hbar$ limit the second equation decouples and becomes the Hamilton-Jacobi equation for $\varphi$. Once $\varphi$ is known, the first equation can be solved for $A$ giving a semiclassical approximation for $\psi$. It is interesting noting that $\vec{J}=\rho \vec{v}$, where in the semiclassical approximation $\vec{v}=\vec{p} / m$, the classical velocity. Also it is important to note that imaginary solutions of the Hamilton-Jacobi are relevant in this context, being associated with quantum mechanical tunneling.

## B. Separability of the Hamilton-Jacobi equation

Hidden symmetries of the dynamics play a natural role in the separation of variables of the Hamilton-Jacobi equation. Loosely speaking, this is associated with the presence of a complete set of conserved quantities of order one or two in the momenta, with appropriate compatibility conditions.

There is a fair amount of literature on the separability of the Hamilton-Jacobi equation, in particular, for natural Hamiltonians of the kind $H=(1 / 2) g^{\mu \nu} p_{\mu} p_{\nu}+V(q)$ there exists a well-understood theory. When $V=0$ we call $H$ a geodesic Hamiltonian. We do not present here the complete theory of separation of variables for natural Hamiltonians, but rather we discuss in certain detail the case when $g$ is a positivedefinite, time independent Riemannian metric, and provide a description and enough references to the literature for what concerns more general cases.

## 1. Riemannian metric and orthogonal coordinates

We begin with separation of variables in orthogonal coordinates, that is coordinates such that $g^{\mu \nu}=0$ for $\mu \neq \nu$. Following Benenti (2004) we say that the coordinate system is separable if the geodesic Hamilton-Jacobi equation

$$
\begin{equation*}
\frac{1}{2} g^{\mu \nu} \frac{\partial S}{\partial q^{\mu}} \frac{\partial S}{\partial q^{\nu}}=E \tag{120}
\end{equation*}
$$

admits a complete solution of the form

$$
\begin{equation*}
S(q, P)=\sum_{\mu=1}^{n} S_{\mu}\left(q^{\mu}, P\right) \tag{121}
\end{equation*}
$$

with the invertibility condition

$$
\operatorname{det}\left[\frac{\partial^{2} S}{\partial P \partial q}\right] \neq 0
$$

In our discussion of the separability of the Hamilton-Jacobi equation we assume $E \neq 0$ until Sec. III.B. 4 where we discuss the null case. We make the same assumption for natural Hamilton-Jacobi equations as well.

Stäckel (1893) showed that in the case of orthogonal coordinates the geodesic Hamilton-Jacobi is separable if and only if

$$
\begin{equation*}
S_{\mu \nu}\left(g^{\rho \rho}\right)=0, \quad \mu \neq \nu \tag{122}
\end{equation*}
$$

with no sum over $\rho$. The $S_{\mu \nu}$ are Stäckel operators that act on a smooth function $f=f(q)$ as

$$
\begin{equation*}
S_{\mu \nu}(f)=\frac{\partial^{2} f}{\partial q^{\mu} \partial q^{\nu}}-\frac{\partial \ln g^{\nu \nu}}{\partial q^{\mu}} \frac{\partial f}{\partial q^{\nu}}-\frac{\partial \ln g^{\mu \mu}}{\partial q^{\nu}} \frac{\partial f}{\partial q^{\mu}}, \quad \mu \neq \nu \tag{123}
\end{equation*}
$$

This is equivalent to say that the metric elements can be written as $g_{\mu \mu}=h_{\mu}^{2}$ (no sum over $\mu$ ) where

$$
\begin{equation*}
h_{\mu}^{2}=\frac{\Theta}{\Theta_{\mu}^{1}} . \tag{124}
\end{equation*}
$$

In Eq.(124) $\Theta_{\mu}^{1}$ is the $(\mu, 1)$ cofactor of a matrix $\theta_{\mu}^{(\nu)}$ that is called a Stäckel matrix. This by definition is a square $n \times n$ matrix whose $\mu$ th row depends only on $q^{\mu}, \theta_{\mu}^{(\nu)}=\theta_{\mu}^{(\nu)}\left(q^{\mu}\right)$. Lastly, $\Theta=\operatorname{det}\left[\theta_{\mu}^{(\nu)}\right]$ is called a Stäckel determinant (Stäckel, 1891). Equivalently, the conditions above are the same as saying that

$$
\begin{equation*}
\sum_{\mu} g^{\mu \mu} \theta_{\mu}^{(\nu)}=\delta_{1}^{\nu} \tag{125}
\end{equation*}
$$

When considering a natural Hamiltonian with scalar potential then Eq. (122) has to be supplemented by

$$
\begin{equation*}
S_{\mu \nu}(V)=0, \quad \mu \neq \nu \tag{126}
\end{equation*}
$$

as a necessary and sufficent condition for separability. This is equivalent to the existence of a Stäckel vector $w$ whose $\mu$ th component depends only on $q^{\mu}$, $w^{\mu}=w^{\mu}\left(q^{\mu}\right)$, such that

$$
\begin{equation*}
\sum_{\mu} g^{\mu \mu} w^{\mu}=V \tag{127}
\end{equation*}
$$

Later on several others examined the orthogonal case; we mention Levi-Cività $(1904)$ and Eisenhart $(1934,1997)$ as a nonexhaustive list. In particular, Levi-Cività showed a set of necessary and sufficient conditions for the separability of the Hamilton-Jacobi equation for generic coordinates:

$$
\begin{align*}
L_{\mu \nu}(H):= & \frac{\partial H}{\partial q^{\mu}} \frac{\partial H}{\partial q^{\nu}} \frac{\partial^{2} H}{\partial p_{\mu} p_{\nu}}+\frac{\partial H}{\partial p^{\mu}} \frac{\partial H}{\partial p^{\nu}} \frac{\partial^{2} H}{\partial q_{\mu} q_{\nu}} \\
& -\frac{\partial H}{\partial q^{\mu}} \frac{\partial H}{\partial p_{\nu}} \frac{\partial^{2} H}{\partial p_{\mu} q^{\nu}}-\frac{\partial H}{\partial p_{\mu}} \frac{\partial H}{\partial \partial q^{\nu}} \frac{\partial^{2} H}{\partial q^{\mu} \partial p_{\nu}}=0, \tag{128}
\end{align*}
$$

with no sum over $\mu$ or $\nu$. These are known as separability equations of Levi-Cività. For natural Hamiltonians the separability conditions above are in general polynomial expressions of degree four in the momenta, in particular, the fourth degree homogeneous part is given by $L_{\mu \nu}\left[(1 / 2) g^{\rho \sigma} p_{\rho} p_{\sigma}\right]$. Therefore separability of the geodesic Hamilton-Jacobi equation is a necessary condition for separability of the natural Hamilton-Jacobi equation with a potential. This explains the importance given in the literature to the geodesic case. For us, the geodesic case is also important in view of the Eisenhart lift procedure, discussed in Sec. IV, which describes a natural Hamiltonian system in terms of geodesics in a
higher-dimensional space. A magnetic field can be added naturally in the description.

Separability of the Hamilton-Jacobi equation is in correspondence with a specific type of hidden symmetries, those generated by conserved quantities of the order of 2 or 1 in the momenta. In the geodesic case this was showed by Eisenhart (1934, 1997) for the orthogonal case, and by Kalnins and Miller (1980a, 1981) for the generic case. If a symmetric tensor $K$ is diagonalized in orthogonal coordinates then its components will satisfy $K^{\mu \mu}=\rho^{\mu} g^{\mu \mu}$, no sum over $\mu$, for appropriate functions $\rho$. If now $K$ is a Killing tensor then one can show that the Killing equation reduces to

$$
\begin{equation*}
\partial_{\mu} \rho^{\nu}=\left(\rho^{\mu}-\rho^{\nu}\right) \partial_{\mu} \ln g^{\nu \nu} \tag{129}
\end{equation*}
$$

with no sum over repeated indices. These have been called Killing-Eisenhart equations by Benenti, Chanu, and Rastelli (2002b). The integrability conditions for this linear system of first-order partial differential equations are, remarkably,

$$
\begin{equation*}
\left(\rho^{\mu}-\rho^{\nu}\right) S_{\mu \nu}\left(g^{\rho \rho}\right)=0 \tag{130}
\end{equation*}
$$

Therefore, if all the $\rho$ functions are different then the geodesic Hamilton-Jacobi is integrable and, vice versa, if the geodesic Hamilton-Jacobi is integrable then it is always possible to build a solution of Eq. (129) with different values for the $\rho$ variables, at least locally. Therefore we have the following result: The geodesic Hamilton-Jacobi is separable in a system of orthogonal coordinates if and only if there exists a Killing tensor which is diagonal in these coordinates and with pointwise simple eigenvalues.

Since the Killing-Eisenhart equations are linear, a Killing tensor as above is equivalent to an $n$-dimensional linear space $\mathcal{K}$ of Killing tensors which are all diagonalized in the same orthogonal coordinates, a Killing-Stäckel space. Also, all the Killing tensors in a Killing-Stäckel space are all in involution, and such a space is closed under the Schouten-Nijenhuis bracket (23) between symmetric tensors. The notion of separability of the geodesic Hamilton-Jacobi equation and of Killing-Stäckel space is preserved under a separated change of coordinates $q^{\mu}=q^{\mu}\left(\tilde{q}^{\mu}\right)$ (no sum), and therefore it is appropriate to talk about equivalence classes of separable orthogonal coordinates.

It is possible to give an intrinsic, coordinate independent characterization of the separability noting that geometrically an equivalence class of orthogonal coordinates is associated with a set of mutually orthogonal vectors that are orthogonal to hypersurfaces, or normal mutually orthogonal vectors. Then follows the result of Kalnins and Miller (1980a) and Benenti (1992): The geodesic Hamilton-Jacobi equation is separable in orthogonal coordinates if and only if there exists a Killing 2-tensor with simple eigenvalues and normal eigenvectors. Such a tensor is also called a characteristic Killing tensor. The $n$ orthogonal foliations it generates are called a Stäckel web. If instead we prefer to work with a KillingStäckel space of $n$ Killing tensors $K_{i}$ then an intrinsic characterization of the fact that they have common eigenvalues is that any two $K_{i}, K_{j}$ must commute as linear operators. Kalnins and Miller (1980a) showed that $n$ independent Killing tensors in involution and with the same eigenvectors are
necessarily normal, and Benenti, Chanu, and Rastelli (2002b) showed that if the eigenvectors are orthogonal then one can even relax the requisite of the symmetric tensors being Killing. Therefore a second, alternative intrinsic characterization of orthogonal separability of the geodesic Hamilton-Jacobi equation follows: The geodesic Hamilton-Jacobi equation is separable in orthogonal coordinates if and only if the Riemannian manifold admits a Killing-Stäckel space, i.e., an $n$-dimensional linear space $\mathcal{K}$ of Killing tensors commuting as linear operators and in involution.

This concludes our overview of orthogonal separability of the geodesic Hamilton-Jacobi equation. Next we study a natural Hamiltonian of the type $H=(1 / 2) g^{\mu \nu} p_{\mu} p_{\nu}+V(q)$, still in orthogonal coordinates for the moment. We consider a second order candidate conserved quantity of the kind $C=(1 / 2) K^{\mu \nu}(q) p_{\mu} p_{\nu}+C_{0}(q)$. Then a direct calculation shows that this is conserved if and only if the following two separate conditions hold:
$\left\{\frac{1}{2} K^{\mu \nu}(q) p_{\mu} p_{\nu}, \frac{1}{2} g^{\rho \sigma} p_{\rho} p_{\sigma}\right\}=0, \quad d C_{0}=K \cdot d V$.

The first equation means that $K$ must be a Killing tensor. Since we know that a necessary condition for the separability of the natural Hamilton-Jacobi equation is that the associated geodesic Hamilton-Jacobi equation also separates, we can assume $K$ is a characteristic Killing tensor. Then the second equation in Eq. (131) written in separable orthogonal coordinates becomes

$$
\begin{equation*}
\frac{\partial C_{0}}{\partial q^{\mu}}=\rho^{\mu} \frac{\partial V}{\partial q^{\mu}}, \quad \forall \mu(\text { no sum }) \tag{132}
\end{equation*}
$$

whose integrability conditions are $\partial_{\nu} \partial_{\mu} C_{0}-\partial_{\mu} \partial_{\nu} C_{0}=$ $\left(\rho^{\mu}-\rho^{\nu}\right) S_{\mu \nu}(V)$, no sum. Therefore we can state the following: The natural Hamilton-Jacobi equation is separable in orthogonal coordinates if and only if there exists a Killing 2-tensor $K$ with simple eigenvalues and normal eigenvectors such that $d(K \cdot d V)=0$ (Benenti, 2004).

## 2. Riemannian metric and generic coordinates

The results presented so far can be generalized to the case of nonorthogonal coordinates and a Riemannian metric. The techniques used are similar and the only main difference is that in the general case ignorable coordinates may arise, associated with Killing vectors. Kalnins and Miller (1981) proved general results on the relationship between the geodesic Hamilton-Jacobi separation in generic coordinates and the presence of Killing vectors and Killing tensors for Riemannian metrics. Benenti (1997) rephrased the intrinsic characterization of the separability for natural Hamiltonians with scalar potential in terms of separable Killing webs and characteristic Killing tensors.

In general for nonorthogonal variables one distinguishes between first and second class coordinates. A coordinate $q^{\mu}$ is of first class if

$$
\begin{equation*}
\frac{\partial H}{\partial q^{\mu}}\left(\frac{\partial H}{\partial p_{\mu}}\right)^{-1} \tag{133}
\end{equation*}
$$

is a linear function of the momenta $p$ (no sum over $\mu$ ). In particular, ignorable coordinates, such as $\partial H / \partial q^{\mu}=0$, are first class. For a geodesic Hamiltonian ignorable coordinates are associated with Killing vectors. Coordinates that are not of first class are of second class. We use the following notation: $q^{a}, a=1, \ldots, m$ are second class coordinates, and $q^{\alpha}$, $\alpha=m+1, \ldots, n$, with $r=n-m$, are first class coordinates. Two different, overlapping systems of coordinates such that the Hamilton-Jacobi equation is separable in both are called equivalent if they yield the same complete solution in the intersection of their domains.

It can be shown that the Levi-Cività separability condition (128) for a generic Hamiltonian implies that the numbers $(m, r)$ are the same in two equivalent systems of separable coordinates, and that there always exists a coordinate transformation that preserves separability such that all the first class coordinates become ignorable (Benenti, 1980, 1991). It can also be shown that for a geodesic Hamiltonian the second class coordinates are orthogonal, $g^{a b}=0$ for $a \neq b$, and that in two equivalent separable systems the second class coordinates are related by separated transformations $q^{a}=q^{a}\left(\tilde{q}^{a}\right)$, no sum. There exist normal separable coordinates such that the $q^{\alpha}$ are ignorable and $g^{a \alpha}=0$, so that the inverse metric tensor assumes a standard block diagonal form with the $g^{a b}$ part in orthogonal form.

Using these concepts one can prove the following result on the intrinsic characterization of the separability of a geodesic Hamiltonian (Benenti and Francaviglia, 1979).

Theorem.-The geodesic Hamilton-Jacobi equation is separable on a Riemannian manifold if and only if the following conditions hold:
(1) There exist $r$ independent commuting Killing vectors $V_{\alpha},\left[V_{\alpha}, V_{\beta}\right]=0$.
(2) There exist $m=n-r$ independent rank-2 Killing tensors $K_{a}$, satisfying

$$
\begin{equation*}
\left[K_{a}, K_{b}\right]_{\mathrm{SN}}=0, \quad\left[K_{a}, V_{\alpha}\right]_{\mathrm{SN}}=0 \tag{134}
\end{equation*}
$$

where $[\cdot, \cdot]_{\mathrm{SN}}$ is the Schouten-Nijenhuis bracket, Eq. (23).
(3) The Killing tensors have $m$ common eigenvectors $W_{a}$ such that

$$
\begin{equation*}
\left[W_{a}, V_{\alpha}\right]=0, \quad\left[W_{a}, W_{b}\right]=0, \quad g\left(W_{a}, V_{\alpha}\right)=0 \tag{135}
\end{equation*}
$$

The result above is a specific case of the more general structure of a nondegenerate Killing web, which generalizes that of a Stäckel web to nonorthogonal coordinates. A Killing web is given by two sets of objects. First, a set $\mathcal{S}_{m}=$ $\left\{\mathcal{S}^{1}, \ldots, \mathcal{S}^{m}\right\}$ of $m$ pairwise orthogonal foliations of connected submanifolds of codimension 1 . Orthogonal means that their normal vectors are orthogonal, and therefore since the metric is Riemannian they are pairwise transversal, i.e., the span of their tangent spaces is the whole ambient tangent space. Second, a Killing web has an $r$-dimensional Abelian algebra
$\Delta_{r}$ of Killing vectors tangent to the leaves of $\mathcal{S}_{m}$. The Killing vectors span a distribution $\Delta$ of constant rank $r$. A distribution $d$ of dimension $s$ is called orthogonally integrable if the orthogonal distribution $d^{\perp}$ is completely integrable, i.e., there exists a foliation of $(n-s)$-dimensional manifolds orthogonal to $d$. In particular, for a nondegenerate Killing web $\Delta_{r}$ is orthogonally integrable. $r$ is called the degree of symmetry of the web. A Killing web determines a set of coordinates $\left(q^{a}, q^{\alpha}\right)$ adapted to it. First, one chooses $m$ independent functions $q^{a}$ that are constant to the leaves of the foliations $\mathcal{S}^{a}$. Then, given a basis $V_{\alpha}$ for $\Delta_{r}$ one can consider a local section $X$ of the orbits of $\Delta$, that is an $m$-dimensional submanifold that is transversal to the orbits. Using $X$ as a starting set, one can consider the integral curves of $\Delta_{r}$ and take the affine parameters on these as ignorable coordinates $q^{\alpha}$. The web is a separable Killing web if the geodesic Hamilton-Jacobi is separable in adapted coordinates. As in the case of orthogonal coordinates, a separable web can be characterized by a characteristic Killing tensor (Benenti, 1997):

Theorem.-A nondegenerate Killing web $(\mathcal{S}, \Delta)$ is separable if and only if there exists a $\Delta$ invariant characteristic Killing tensor $K$ with pairwise and pointwise distinct real eigenvalues, corresponding to eigenvectors $W_{a}$ orthogonal to the leaves of $\mathcal{S}$.

For a natural Hamiltonian with scalar potential one has the extra condition that the potential $V$ is $\Delta_{r}$ invariant and that $d(K \cdot V)=0$.

## 3. Generic signature metric and generic coordinates

This case has been treated, for example, by Benenti (1997). One still distinguishes between first and second class coordinates, but now refines the classification into null second class coordinates $q^{\bar{a}}$ such that $g^{\bar{a} \bar{a}}=0$ (no sum), and the remaining non-null second class coordinates $q^{\hat{a}}$, with $\hat{a}=1, \ldots, m_{1}, \quad \bar{a}=m_{1}+1, \ldots, m_{1}+m_{0}=m$. While it is always the case that $m_{0}$ cannot be higher than the absolute value of the signature of the metric, it can also be shown that it must be $m_{0} \leq r$. This follows from the fact that normal separable coordinates still exist, with $q^{\alpha}$ ignorable and $g^{\hat{a} \alpha}=0$, so that the standard form of the inverse metric in these coordinates is

$$
g^{\mu \nu}=\left(\begin{array}{ccc}
g^{\hat{a} \hat{a}} & 0 & 0  \tag{136}\\
0 & 0 & g^{\bar{b} \beta} \\
0 & g^{\alpha \bar{a}} & g^{\alpha \beta}
\end{array}\right)
$$

and $m_{0}>r$ would imply $\operatorname{det}\left(g^{\mu \nu}\right)=0$.
Now a Killing web is defined similar to the nondegenerate Killing web of Sec. III.B.2. There are $m$ foliations $\mathcal{S}_{m}=$ $\left\{\mathcal{S}^{1}, \ldots, \mathcal{S}^{m}\right\}$ of $m$ pairwise orthogonal foliations of connected submanifolds of codimension 1 that are pairwise transversal and orthogonal. Note that, differently from the case of a Riemannian metric where orthogonality implied transversality, in the case of generic signature one needs to separately ask for both orthogonality and transversality. Next there is an $r$ dimensional Abelian algebra $\Delta_{r}$ of Killing vectors tangent to the leaves of $\mathcal{S}_{m}$. The Killing vectors span a distribution $\Delta$ of
constant rank $r$. For a generic signature metric we now consider the distribution $I=\Delta \cap \Delta^{\perp}$, which is in general nonzero and generated by null vectors. By definition we ask that $I$ has constant rank $m_{0}$. This time $\Delta_{r}$ is orthogonally integrable if the orthogonal distribution $\Delta^{\perp}$ is completely integrable, which includes the $I$ distribution.

The intrinsic characterization of separability of the natural Hamilton-Jacobi equation given by Benenti (1997) is the following:

Theorem.-The natural Hamilton-Jacobi equation is separable in a coordinate system adapted to a Killing web if and only if
(1) there exists a $\Delta$ invariant characteristic Killing tensor $K$ with pairwise and pointwise distinct real eigenvalues, corresponding to eigenvectors $W_{a}$ orthogonal to the leaves of $\mathcal{S}$ and, for $m_{0}>1, d\left(K \cdot g^{\alpha \beta}\right)=0$ for any basis $V_{\alpha}$ of $\Delta_{r}$;
(2) the potential $V$ is $\Delta_{r}$ invariant and $d(K \cdot V)=0$.

## 4. Null Hamilton-Jacobi equation in orthogonal coordinates

The null case $E=0$ of the Hamilton-Jacobi equation is best discussed separately. The theory of the null Hamilton-Jacobi equation in orthogonal coordinates was discussed by Benenti, Chanu, and Rastelli (2005) and Chanu and Rastelli (2007).

One can prove that the null geodesic Hamilton-Jacobi equation is separable in orthogonal coordinates $q^{\mu}$ if and only if these coordinates are conformally separable, i.e., the metric is conformal to another orthogonal metric such that the new coordinates are standard separable orthogonal coordinates as seen in the previous sections. A similar result applies for natural Hamiltonians of the type $H=(1 / 2) g^{\mu \nu} p_{\mu} p_{\nu}+V$ with $V-E \neq 0$ : the natural Hamilton-Jacobi equation is separable in orthogonal coordinates $q^{\mu}$ if and only if the conformal metric $\bar{g}=g /(V-E)$ (also called Jacobi metric) defines a separable geodesic Hamilton-Jacobi equation.

An intrinsic characterization of these results can be done in terms of conformal tensors. For null geodesics one needs a characteristic conformal Killing tensor, which is a conformal Killing tensor with simple eigenvalues and normal eigenvectors. Similarly, one can invoke $n$ pointwise independent conformal Killing tensors $K_{(\mu)}$ that have common eigenvectors and are in conformal involution, meaning there exist vector fields $\left\{V_{(\mu \nu)}\right\}$ such that

$$
\begin{equation*}
\left[K_{(\mu)}, K_{(\nu)}\right]_{\mathrm{SN}}^{\rho \sigma \tau}=V_{(\mu \nu)}^{(\rho} g^{\sigma \tau)} \tag{137}
\end{equation*}
$$

In the presence of a potential $V$ such that $V-E \neq 0$ we need, in addition to the above, the characteristic conformal Killing tensor that also satisfies

$$
\begin{equation*}
\left[g^{-1}, K\right]_{\mathrm{SN}}^{\lambda \mu \nu}=\frac{2}{E-V}(K \cdot d V)^{(\lambda} g^{\mu \nu)} \tag{138}
\end{equation*}
$$

To conclude, we mention that the important case of a Hamiltonian with both a scalar and vector potential was discussed by Benenti, Chanu, and Rastelli (2001) for a positive-definite metric, using the Eisenhart-Duval lift metric that is presented in Sec. IV. One obtains the same type of generalized Killing equations with the flux of Sec. II.A.4, for
the special case of a conserved quantity that is of second order in the momenta.

## 5. The role of higher order conserved quantities

At this point one may wonder what is the role played by conserved quantities that are of higher order than 2 in the momenta. After all, as we have seen all conserved quantities, independent of their order, generate infinitesimal canonical transformations in phase space that preserve the energy. On the other hand, in this section we learned that it is only quantities that are at most second order in the momenta that are involved in the variable separation of the Hamilton-Jacobi equation. The answer in brief is that variable separation depends on a certain choice of position variables that is made after having chosen a set of position-momenta coordinates in phase space. In fact, canonical transformations are so general that, if we allow arbitrary transformations, a local theory of variable separation becomes trivial, as remarked by Benenti (2002): for any Hamiltonian $H(q, p)$ we can locally find $n$ integrals of motion and a canonical transformation $(q, p) \mapsto$ $(a, b)$ such that the $a$ variables are ignorable, meaning that $H=h(b)$, and with respect to such variables the Levi-Cività conditions (128) are satisfied. However, finding such a canonical transformation is equivalent to solving the Hamilton-Jacobi equation itself, and so the result is not constructive.

Another way to rephrase the concept is that existence of dynamical symmetries is an intrinsic property of a dynamical system in phase space, while existence of dynamical symmetries of a certain order in the momenta is not intrinsic, but depends on a certain choice of canonical variables. We illustrate this with a known example, that of the Hénon-Heiles system.

The Hénon-Heiles system is a 2 degrees of freedom system that was introduced by Hénon and Heiles (1964), with a potential that is cubic in the position variables $q_{1}, q_{2}$. The original system described the motion of a star in the axisymmetric potential of the galaxy, where $q_{1}$ represented the radius and $q_{2}$ the altitude. Héinon and Heiles found that for low energies the system appeared integrable, as numerically integrated trajectories stayed on well-defined two-dimensional surfaces in phase space. However, they found that for large energies many of the integral regions were destroyed, giving rise to ergodic behavior. A certain amount of effort has been devoted to finding those deformations of the potential that give rise to exactly integrable systems. What is now known as the generalized Hénon-Heiles system is defined by the Hamiltonian (Verhoeven, Musette, and Conte, 2002)

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{1}^{2}+p_{2}^{2}+c_{1} q_{1}^{2}+c_{2} q_{2}^{2}\right)+a q_{1} q_{2}^{2}-\frac{b}{3} q_{1}^{2}+\frac{1}{32 a^{2}} \frac{\mu}{q_{2}^{2}} \tag{139}
\end{equation*}
$$

The original Hénon-Heiles Hamiltonian corresponds to $\quad c_{1}=1=c_{2}, \quad a=1, \quad b=1, \quad$ and $\quad \mu=0$. The Hamiltonian (139) is Liouville integrable in three cases (Bountis, Segur, and Vivaldi, 1982; Chang, Tabor, and Weiss, 1982; Grammaticos, Dorizzi, and Padjen, 1982):

$$
\begin{align*}
(\mathrm{SK}) b & =-a, & c_{1}=c_{2} \\
\left(\mathrm{KdV}_{5}\right) b & =-6 a, & c_{1}, c_{2} \text { arbitrary }  \tag{140}\\
(\mathrm{KK}) b & =-16 a, & c_{1}=16 c_{2}
\end{align*}
$$

Fordy showed that these three cases arise from the reduction $x-c t=\xi$ of three fifth order soliton equations, in order the Sawada-Kotera (SK), Lax's fifth-order Korteweg-de Vries flow $\left(\mathrm{KdV}_{5}\right)$ and Kaup-Kupershmidt (KK) (Fordy, 1991).

As well as the Hamiltonian itself, these three systems possess a second, independent conserved quantity $C$. The conserved quantity for the $\mathrm{KdV}_{5}$ system is quadratic in the momenta, as well as the one for the SK system when $\mu=0$. This means that integrability can also be associated with separation of variables for the Hamilton-Jacobi equation according to the theory presented so far. However, for the SK system with $\mu \neq 0$ and for the KK system the conserved quantity is quartic, for example, for the KK system it is given by

$$
\begin{align*}
C= & \left(3 p_{2}^{2}+3 c_{2} q_{2}^{2}+\frac{3 \mu}{16 a^{2} q_{2}^{2}}\right)^{2}+12 a p_{2} q_{2}^{2}\left(3 q_{1} p_{2}-q_{2} p_{1}\right) \\
& -2 a^{2} q_{2}^{4}\left(6 q_{1}^{2}+q_{2}^{2}\right)+12 a q_{1}\left(-c_{2} q_{2}^{4}+\frac{\mu}{16 a^{2}}\right) \\
& -\frac{3}{4} \frac{c_{2} \mu}{a^{2}} \tag{141}
\end{align*}
$$

A nontrivial canonical transformation that is of higher order in the momenta transforms the system in a new Hamiltonian system where the two conserved quantities are of second order in the new momenta (Verhoeven, Musette, and Conte, 2002). With respect to the new variables now the system is also separable. A similar procedure works in the case of the SK system for $\mu \neq 0$. Integrable models with higher order conserved quantities are still actively studied; for an example of recent work, see Galajinsky and Lechtenfeld (2013).

## IV. GEOMETRY OF DYNAMICS

## A. Eisenhart-Duval lift

The Eisenhart-Duval lift is a geometric construction that, on the one hand, realizes a geometrization of interactions, similar in spirit to that of Kaluza-Klein geometries but employing a noncompact null coordinate for the dimensional reduction, and, on the other hand, allows embedding nonrelativistic systems into relativistic ones. For this reason it has been applied to the nonrelativistic AdS/CFT correspondence; for a nonexhaustive list of examples and related works see Duval and Horvathy (2009), Duval and Lazzarini (2012), Goldberger (2009), and Herzog, Rangamani, and Ross (2008) and references therein.

The geometrical idea was historically introduced in a seminal paper by Eisenhart (1928). His work remained largely unnoticed, and it was a number of years after that the same idea was independently rediscovered by Duval et al. (1985) and Duval, Gibbons, and Horváthy (1991), under the framework of a Bargmann structure, where it was used to discuss Newton-Cartan structures. From there it prompted further
work, including Duval (1993), Duval, Horvathy, and Palla (1994), Duval and Horvathy (2009), and Zhang, Gibbons, and Horváthy (2012). In particular, it is important to mention that the Eisenhart lift allows one to easily discuss the full group of dynamical symmetries, which, for example, in the case of the free particle in flat spacetime is the Schrödinger group (Hagen, 1972; Niederer, 1972; Jackiw, 1972), and also allows incorporating a scalar and vector potential in the discussion of the separability of the Hamilton-Jacobi and Schrödinger equations.

Throughout the years several different types of applications have been found for the lift in addition to the nonrelativistic AdS/CFT correspondence, among which one can mention the following, nonexhaustive examples: simplifying the study of symmetries of a Hamiltonian system by looking at geodesic Hamiltonians (Benenti, 1997; Benn, 2006), new Lorentzian $p p$-wave metric solutions of the Einstein-Maxwell equations (Gibbons and Pope, 2011; Zhang, Gibbons, and Horváthy, 2012), a geometrical approach to protein folding (Mazzoni and Casetti, 2008), rare gas crystals (Casetti and Macchi, 1997), and chaotic gravitational $N$-body systems (Cerruti-Sola and Pettini, 1995). Moreover, using the lift it is possible to build new examples of spacetimes with nontrivial hidden symmetries of higher order: among the lifted systems one mentions the Goryachev-Chaplygin and Kovalevskaya tops (Gibbons et al., 2011). Benenti, Chanu, and Rastelli (2001) used the Eisenhart-Duval lift metric to reduce the study of separability of the Hamilton-Jacobi equation for a natural Hamiltonian with scalar and vector potential to that of a purely geodesic Hamiltonian following the methods described in Sec. III.

## 1. The geometry

We begin with notation. The base manifold $\mathcal{M}$ is $n$ dimensional and it is endowed with a metric $g$. We indicate with $\hat{\mathcal{M}}$ its $(n+2)$-dimensional Eisenhart-Duval lift, where metric $\hat{g}$ is defined. We denote $(n+2)$-dimensional quantities with a hat symbol. Indices $\mu, \nu, \ldots$, from the lowercase Greek alphabet represent spacetime indices on $\mathcal{M}$, while $M, N, \ldots$, from the uppercase Latin alphabet spacetime indices on $\hat{\mathcal{M}}$. Local coordinated uses for $\mathcal{M}$ are $\left\{x^{\mu}\right\}$, and for the lift we introduce new variables $v, t$ so that $\left\{\hat{x}^{M}\right\}=\left\{v, t,\left\{x^{\mu}\right\}\right\}$ are local coordinates on $\hat{\mathcal{M}}$. In order to work with the Dirac equation and gamma matrices we also denote locally flat indices: $a=1, \ldots, n$ for $\mathcal{M}$ and $A=+,-, 1, \ldots, n$ for $\hat{\mathcal{M}}$.

On $\mathcal{M}$ we consider a natural Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2 m} g^{\mu \nu}\left(p_{\mu}-e A_{\mu}\right)\left(p_{\nu}-e A_{\nu}\right)+V(x) \tag{142}
\end{equation*}
$$

where $p_{\mu}$ is the canonical momentum. This describes a particle of mass $m$, electric charge $e$, with a potential $V(x)$ and vector potential $A_{\mu}(x)$. We could introduce gauge-covariant momenta $\Pi_{\mu}=p_{\mu}-e A_{\mu}$ as discussed in Sec. II.A.4; however, this is not needed to the extent of the calculations done here, and we will work with the canonical $p_{\mu}$ variables.

Eisenhart (1928) showed that solutions of the natural Hamiltonian (142) are in correspondence with geodesics of a $(n+2)$-dimensional pseudo-Riemannian metric

$$
\begin{align*}
\hat{g} & =\hat{g}_{M N} d \hat{x}^{M} d \hat{x}^{N} \\
& =g_{\mu \nu} d x^{\mu} d x^{\nu}+\frac{2 e}{m} A_{\mu} d x^{\mu} d t+2 d t d v-\frac{2}{m} V d t^{2} \tag{143}
\end{align*}
$$

This is a metric first discussed by Brinkmann (1925) who studied the problem of finding Einstein spaces conformally related.

The associated geodesic Hamiltonian is

$$
\begin{align*}
\hat{H}= & \frac{1}{2 m} \hat{g}^{M N} \hat{p}_{M} \hat{p}_{N} \\
= & \frac{1}{2 m} g^{\mu \nu}\left(p_{\mu}-\frac{e}{m} A_{\mu} p_{v}\right)\left(p_{\nu}-\frac{e}{m} A_{\nu} p_{v}\right) \\
& +\frac{1}{m} p_{v} p_{t}+\frac{1}{m^{2}} V p_{v}^{2} \tag{144}
\end{align*}
$$

where $\hat{p}_{M}=\left(p_{v}, p_{t}, p_{\mu_{1}}, \ldots, p_{\mu_{n}}\right)$.
In order to see the relation between the two systems we first point out that $\xi=\partial / \partial v$ is a covariantly constant Killing vector. The momentum $p_{v}$ is therefore a constant of motion. We then consider null geodesics of $\hat{H}$ for which $p_{v}=m$, and rewrite the condition $\hat{H}=0$ as

$$
\begin{equation*}
\frac{1}{2 m} g^{\mu \nu}\left(p_{\mu}-e A_{\mu}\right)\left(p_{\nu}-e A_{\nu}\right)+p_{t}+V=0 \tag{145}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
p_{t}=-H \tag{146}
\end{equation*}
$$

So we can identify the $-t$ variable in the higher-dimensional system with the time variable in the lower-dimensional one, for which $H$ is a generator of time translations. The minus sign is mainly due to historical convention.

From the geometrical point of view $\hat{\mathcal{M}}$ is a bundle over $\mathcal{M}$, with projection $P:\left(t, v, x^{\mu}\right) \mapsto x^{\mu}$. Then for $f$ a $p$ form defined on $\mathcal{M}$ we indicate with $\hat{f}$ its pullback on $\hat{\mathcal{M}}$ under the map $P^{*}$.
$d t$ is the 1 -form associated with the Killing vector $\partial_{v}$ : $\left(\partial_{v}\right)^{\mathrm{b}}=d t$. We make the following choice for the vielbeins:

$$
\begin{align*}
& \hat{e}^{+}=d t, \\
& \hat{e}^{-}=d v-\frac{V}{m} d t+\frac{e}{m} A_{\mu} d x^{\mu},  \tag{147}\\
& \hat{e}^{a}=e^{a},
\end{align*}
$$

where $\left\{e^{a}, a=1, \ldots, n\right\}$ is a set of vielbeins for $\mathcal{M}$, and the ( $n+2$ )-dimensional Minkowski metric $\hat{\eta}_{A B}$ has the following nonzero entries: $\hat{\eta}_{+-}=\hat{\eta}_{-+}=1$ and $\hat{\eta}_{a b}=\eta_{a b}$. Associated with the vielbeins are dual basis vectors:

$$
\begin{align*}
& \left(\hat{e}^{+}\right)^{\sharp}=\hat{X}^{+}=\partial_{v}, \\
& \left(\hat{e}^{-}\right)^{\sharp}=\hat{X}^{-}=\frac{V}{m} \partial_{v}+\partial_{t},  \tag{148}\\
& \left(\hat{e}^{a}\right)^{\sharp}=\hat{X}^{a}=-\frac{e}{m} A^{a} \partial_{v}+\left(e^{a}\right)^{\sharp g},
\end{align*}
$$

where the $\sharp$ operation was discussed in Sec. II.A.3, below Eq. (27). These are related to the inverse vielbein $\hat{E}_{A}^{M}$ by

$$
\begin{equation*}
\hat{E}_{A}=\hat{\eta}_{A B} \hat{X}^{B} \tag{149}
\end{equation*}
$$

Taking the exterior derivative of Eq. (147) we can find the nonzero coefficients of the spin connection:

$$
\begin{align*}
\hat{\omega}_{+a} & =-\frac{1}{m} \partial_{a} V \hat{e}^{+}+\frac{e}{2 m} F_{a b} e^{b} \\
\hat{\omega}_{a b} & =\omega_{a b}-\frac{e}{2 m} F_{a b} \hat{e}^{+} \tag{150}
\end{align*}
$$

As seen above null geodesics on $\hat{\mathcal{M}}$ relative to $\hat{g}$ generate massive geodesics on $\mathcal{M}$ relative to $g$. As we are going to show in Sec. IV.A. 2 it is in fact possible to do more: given a generic conserved quantity for the motion on $\mathcal{M}$ that is a nonhomogeneous polynomial in momenta, in other words a hidden symmetry for geodesic motion, this can be lifted to an appropriate hidden symmetry on $\hat{\mathcal{M}}$ that is homogeneous in momenta and that therefore is associated with a Killing tensor. The Poisson algebra on $\mathcal{M}$ of conserved charges for the original motion then is the same as the Schouten-Nijenhuis algebra of the Killing tensors associated with lifted conserved charges (Gibbons et al., 2011). This means that the dynamical evolution on $\mathcal{M}$ as described in full phase space can be embedded in the higher-dimensional phase space. This does not happen in the case of the Dirac equation as shown in Sec. IV.A.3, as in general it is not possible to lift all hidden symmetries from $\mathcal{M}$ to $\hat{\mathcal{M}}$. Also, when performing the dimensional reduction of the Dirac equation on $\hat{\mathcal{M}}$ a nontrivial projection is required in phase space in order to recover the Dirac equation with $V$ and $A$ flux on $\mathcal{M}$; see Eq. (329). This projection is not compatible with all hidden symmetry transformations, but only with those that generate on $\mathcal{M}$ genuine hidden symmetries of the Dirac equation with flux. For a discussion of the Dirac equation with flux see Sec. VI.D.4.

## 2. Conserved quantities for geodesic motion

We can rewrite the Hamiltonian (142) on $\mathcal{M}$ as a polynomial of degree 2 in momenta:

$$
\begin{equation*}
H=H^{(2)}+H^{(1)}+H^{(0)} \tag{151}
\end{equation*}
$$

where $H^{(i)}$ has degree $i$ in momenta, and the lifted Hamiltonian as

$$
\begin{equation*}
\hat{H}=\hat{H}^{(2)}+\frac{p_{v}}{m} \hat{H}^{(1)}+\frac{p_{v}^{2}}{m^{2}} \hat{H}^{(0)}+\frac{p_{v} p_{t}}{m} \tag{152}
\end{equation*}
$$

If the symplectic form on $\mathcal{M}$ is $d \omega=d q^{\mu} \wedge d p_{\mu}$ the new symplectic form is $\omega^{\prime}=\omega+d t \wedge d p_{t}+d v \wedge d p_{v}$, with associated Poisson bracket $\{,\}^{\prime}$.

We now show the link between conserved quantities for the two systems that are polynomial in the momenta. Consider such a conserved quantity for the system $\left(H, T^{*} \mathcal{M}\right)$ :

$$
\begin{equation*}
K=\sum_{i=0}^{k} K^{(i)} \tag{153}
\end{equation*}
$$

We calculate the time derivative of $K$ and organize the terms according to their degree in momenta, obtaining

$$
\begin{align*}
0=\frac{d K}{d t}= & \{K, H\}+\frac{\partial K}{\partial t}=\sum_{i=0}^{k}\left[\left\{K^{(i-1)}, H^{(2)}\right\}\right. \\
& \left.+\left\{K^{(i)}, H^{(1)}\right\}+\left\{K^{(i+1)}, H^{(0)}\right\}+\frac{\partial K^{(i)}}{\partial t}\right] \tag{154}
\end{align*}
$$

Terms of different order in the momenta will vanish independently since $K$ is conserved for all trajectories. $K$ can be lifted to the extended phase space by

$$
\begin{equation*}
\hat{K}=\sum_{i=0}^{k}\left(\frac{p_{v}}{m}\right)^{k-i} K^{(i)} \tag{155}
\end{equation*}
$$

Taking the derivative of $\hat{K}$ along the higher-dimensional null geodesics yields

$$
\begin{align*}
\frac{d \hat{K}}{d \lambda}= & \{\hat{K}, \hat{H}\}^{\prime}=\sum_{i=0}^{k} p_{s}^{k-i+1}\left[\left\{K^{(i-1)}, H^{(2)}\right\}\right. \\
& \left.+\left\{K^{(i)}, H^{(1)}\right\}+\left\{K^{(i+1)}, H^{(0)}\right\}+\frac{\partial K^{(i)}}{\partial t}\right] \tag{156}
\end{align*}
$$

Therefore it is clear that $\hat{K}$ is constant if and only if $K$ is. Since by construction $\hat{K}$ is a homogeneous polynomial in the momenta, then it corresponds to a Killing tensor of the metric $\hat{g}$.

A similar calculation shows that for constants of the motion for the original system $K_{1}, K_{2}, K_{3}$ which lift to $\hat{K}_{1}, \hat{K}_{2}, \hat{K}_{3}$ we have

$$
\begin{equation*}
\left\{K_{1}, K_{2}\right\}=K_{3}, \Leftrightarrow\left\{\hat{K}_{1}, \hat{K}_{2}\right\}^{\prime}=\hat{K}_{3} \tag{157}
\end{equation*}
$$

The degree of integrability of the system is unchanged by the lift, since the dimension of the configuration space has increased by 2 , but at the same time two new constants of motion have been introduced: $p_{s}$ and $p_{t}$. In particular, if the original system is Liouville integrable, with $n$ functionally independent constants of motion in involution, or superintegrable, then so will be the higher-dimensional system, and vice versa.

## 3. Conformal Killing-Yano tensors

In this section we relate the conformal Killing-Yano equation on $\hat{\mathcal{M}}$ to appropriate equations on $\mathcal{M}$. We start with the defining equation

$$
\begin{equation*}
\left.\hat{\nabla}_{\hat{X}} \hat{f}=\frac{1}{\pi+1} \hat{X}\right\lrcorner \hat{d} \hat{f}-\frac{1}{(n+2)-\pi+1} \hat{X}^{b} \wedge \hat{\delta} \hat{f} \tag{158}
\end{equation*}
$$

where $\forall \hat{X}$ is a vector. It is not restrictive to consider a homogeneous form $\hat{f}$, since the equation is linear in $\hat{f}$.

The general case was discussed by Cariglia (2012), showing how Eq. (158) splits into a set of equations for forms defined on $\mathcal{M}$. Here we consider four simplified Ansätze for the higher-dimensional conformal Killing-Yano form, as they exemplify important features of the lift procedure. Given a $p$ form $f=f(x)$ defined on the base manifold $\mathcal{M}$ we can build the following higher-dimensional forms:

$$
\begin{gather*}
\hat{f}_{1}=f  \tag{159}\\
\hat{f}_{2}=\hat{e}^{+} \wedge f  \tag{160}\\
\hat{f}_{3}=\hat{e}^{-} \wedge f  \tag{161}\\
\hat{f}_{4}=\hat{e}^{+} \wedge \hat{e}^{-} \wedge f \tag{162}
\end{gather*}
$$

where $f$ on the right-hand side is used to represent the canonical embedding in $\hat{\mathcal{M}}$ of a form originally defined on $\mathcal{M}$. A form of type $\hat{f}_{1}$ is mapped into one of type $\hat{f}_{4}$ by Hodge duality, with $f \rightarrow *_{\mathcal{M}} f$. Also, forms of the type $\hat{f}_{2}$ and $\hat{f}_{3}$ are mapped by Hodge duality to themselves.

From Eqs. (159) and (162) it is possible to generate KillingYano and closed conformal Killing-Yano tensors on $\hat{\mathcal{M}}$ when $f$ is Killing-Yano and, respectively, closed conformal KillingYano on $\mathcal{M}$. In particular, this gives new examples of Lorentzian metrics with conformal Killing-Yano tensors by lifting known conformal Killing-Yano tensors in Riemannian signature, for example, when $\mathcal{M}$ is the Kerr-NUT-(A)dS metric or the Taub-NUT metric (Gibbons and Ruback, 1987; Cordani, Fehér, and Horváthy, 1988; van Holten, 1995; Vaman and Visinescu, 1998; Baleanu and Codoban, 1999; Visinescu, 2000).

However, a generic conformal Killing-Yano tensor on $\mathcal{M}$ cannot be lifted to a conformal Killing-Yano tensor on $\hat{\mathcal{M}}$ : as will be seen in Sec. VI.D.5, when considering the Dirac equation the process of lift and its inverse, reduction, involves a nontrivial projection in phase space, Eq. (329). This is not compatible with all lower- and higher-dimensional hidden symmetries; see Cariglia (2012) for a detailed discussion.

We start considering the first Ansatz, with a $p$ form $\hat{f}_{1}$ on $\hat{M}$ given by Eq. (159). The conformal Killing-Yano equation (158) splits into three types of equations, one for each of $\hat{X}=\hat{X}^{+}, \hat{X}=\hat{X}^{-}$, and $\hat{X}=\hat{X}^{a}$. To analyze these we rewrite the covariant derivatives of $f$ on $\hat{\mathcal{M}}$ in terms of covariant derivatives on $\mathcal{M}, \partial_{v}$, and $\partial_{t}$ derivatives, and flux terms. The explicit formulas can be found in Cariglia (2012). The $\hat{X}=\hat{X}^{+}$component gives

$$
\begin{equation*}
\partial_{v} f=0, \quad \delta f=0, \tag{163}
\end{equation*}
$$

the $\hat{X}=\hat{X}^{-}$component

$$
\begin{align*}
& d V_{\lrcorner}^{\sharp} f=0, \quad F \underset{2}{\wedge} f=0,  \tag{164}\\
& \partial_{t} f+\frac{p+1}{p} \frac{e}{2 m} F \underset{1}{\wedge} f=0, \tag{165}
\end{align*}
$$

where

$$
\begin{equation*}
F \hat{1} f=\frac{1}{(p-1)!} F_{\mu_{1}}^{\lambda} f_{\lambda \mu_{2} \cdots \mu_{p}} d x^{\mu_{1}} \wedge d x^{\mu_{p}} \tag{166}
\end{equation*}
$$

and

$$
\begin{equation*}
F \underset{2}{\wedge} f=\frac{1}{(p-2)!} F^{\lambda_{1} \lambda_{2}} f_{\lambda_{1} \lambda_{2} \mu_{1} \cdots \mu_{p-2}} d x^{\mu_{1}} \wedge d x^{\mu_{p-2}} \tag{167}
\end{equation*}
$$

In general one can introduce a $\wedge_{m}$ contraction for differential forms; this is defined in Eq. (277). Last, the $\hat{X}=\hat{X}^{a}$ component gives

$$
\begin{gather*}
\frac{e}{2 m}\left(X_{a\lrcorner} F\right) \stackrel{\wedge}{\wedge} f=\frac{1}{p+1} X_{a\lrcorner} \partial_{t} f,  \tag{168}\\
\nabla_{a} f=\frac{1}{p+1} X_{a\lrcorner} d f . \tag{169}
\end{gather*}
$$

This last equation is the Killing-Yano equation on the base. The former instead implies Eq. (165).

Equation (165) is compatible with the fact that $f$ is of the Killing-Yano form only if $F \wedge_{1} f$ is of the Killing-Yano form as well, which in general will not be the case. Then it must be that separately

$$
\begin{equation*}
\partial_{t} f=0, \quad F \hat{1}, f=0 \tag{170}
\end{equation*}
$$

Then there is no $v, t$ dependency and we can lift a Killing-Yano form on the base manifold $\mathcal{M}$ to a Killing-Yano form on $\hat{M}$, since the conditions found imply $\hat{\delta} \hat{f}_{1}=0$. This form can be used to build a symmetry operator for the Dirac equation on $\hat{\mathcal{M}}$, and when $p$ is odd such operator strictly commutes with the Dirac operator $\hat{D}$, as will be seen in Sec. VI.D.2. Also for $p$ odd it is guaranteed we can build a symmetry operator for the Dirac equation with $V$ and $A$ flux that is not anomalous, thanks to the conditions found above. This is in correspondence with the results on the Dirac equation with flux of Sec. VI.D.4. These two facts are related, since in the case of $p$ odd it is possible to dimensionally reduce such hidden symmetry operator on $\hat{\mathcal{M}}$ to get a hidden symmetry operator with flux on $M$ (Cariglia, 2012). This is not possible if $p$ is even, which is in agreement with the fact that the conditions required on an even conformal Killing-Yano tensor with flux in Sec. VI.D. 4 are different. Such other conditions are related to the fourth Ansatz (162). The conditions found in this section are more restrictive than those in the generic Dirac equation with flux of Sec. VI.D.4: in principle one could have tensors that satisfy the less restrictive conditions and that generate symmetries of the Dirac equation with flux on $\mathcal{M}$, but that at the same time do not satisfy the conditions of this section and therefore cannot be lifted to $\hat{\mathcal{M}}$.

Ansätze 2 and 3 can be examined with the same techniques and give the trivial result that $f, \hat{f}_{2}$, and $\hat{f}_{3}$ are covariantly constant forms.

Last, in the case of Ansatz 4 one recovers the Hodge dual of the conditions found for Ansatz 1, with the understanding that the form $f$ of Ansatz 1 is related to the $f$ form of Ansatz 4 by Hodge duality on the base manifold $\mathcal{M}$, namely, one gets

$$
\begin{gather*}
\partial_{v, t} f=0, \quad d f=0, \quad d V \wedge f=0  \tag{171}\\
\left(X_{a\lrcorner} F\right) \wedge g=0, \quad F \wedge f=0, \quad F \wedge f=0,  \tag{172}\\
\nabla_{a} f=-\frac{1}{n-p+1} e_{a} \wedge \delta f \tag{173}
\end{gather*}
$$

Equation (173) is the closed conformal Killing-Yano equation on the base manifold; this is linked to the fact that
$n-p+1=(n+2)-(p+2)+1$. The other conditions, according to the results of Sec. VI.D.4, imply that for $p$ even it is possible to build a symmetry operator of the Dirac equation with $V$ and $A$ flux on $\mathcal{M}$. Similarly to the case of Ansatz 1, these conditions are related to the dimensional reduction to $\mathcal{M}$ of a symmetry operator on $\hat{\mathcal{M}}$. In this case too the conditions are stronger than those found in Sec. VI.D.4.

## B. Another type of Eisenhart lift

Eisenhart (1928) in his seminal paper introduced a different type of geometric lift for the case of a natural Hamiltonian with no magnetic field and which is independent of time. In his own words this is "treated not as a special case of the more general theory, but on an independent basis." For a natural Hamiltonian $H=(1 / 2) g^{\mu \nu} p_{\mu} p_{\nu}+V(q)$ one considers the ( $n+1$ )-dimensional metric

$$
\begin{equation*}
\hat{g}=g_{\mu \nu} d q^{\mu} d q^{\nu}+\frac{d y^{2}}{2 V} \tag{174}
\end{equation*}
$$

where a new coordinate $y$ has been introduced, and we write $\hat{q}=\left(q^{\mu}, y\right)$. The metric will be globally well defined if $V>0$ everywhere, or if it is bounded from below using the fact that $V$ is defined modulo a constant. In case this does not happen, the metric will be defined only in some region, differently from the previous, Lorentzian type of Eisenhart lift, which is always well defined.

We consider the associated higher-dimensional free Lagrangian

$$
\begin{equation*}
\hat{\mathcal{L}}=\frac{1}{2} \hat{g}_{M N} \dot{\hat{q}}^{M} \dot{\hat{q}}^{N}=\frac{1}{2} g_{\mu \nu} \dot{q}^{\mu} \dot{q}^{\nu}+\frac{\dot{y}^{2}}{4 V} . \tag{175}
\end{equation*}
$$

From this we calculate the momentum $p_{y}=\dot{y} / 2 \mathrm{~V}$ and the geodesic Hamiltonian

$$
\begin{equation*}
\hat{H}=\frac{1}{2} \hat{g}^{M N} \hat{p}_{M} \hat{p}_{N}=\frac{1}{2} g^{\mu \nu} p_{\mu} p_{\nu}+p_{y}^{2} V . \tag{176}
\end{equation*}
$$

Since the coordinate $y$ is ignorable in Eq. (174) then $p_{y}$ is constant. Then, if we set $p_{y}=1$ in Eq. (176) and follow the evolution of the $\left(q, p_{q}\right)$ variables we recover the original system. Notice how the metric (174) is not necessarily Lorentzian as in the previous Eisenhart lift of Sec. IV, nor its geodesics necessarily null. For example, for a potential $V$ that is always positive the metric will be Riemannian. Changing $p_{y}$ is equivalent to an overall rescaling of the potential in the original system.

Now suppose there is a quantity $K$ for the original system that is polynomial in the momenta and of degree $p$ :

$$
\begin{equation*}
K=\sum_{i=0}^{p} K_{(i)} \tag{177}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{(i)}=\frac{1}{i!} K_{(i)}^{\lambda_{1} \cdots \lambda_{i}} p_{\lambda_{1}} \cdots p_{\lambda_{i}} . \tag{178}
\end{equation*}
$$

We lift it to the following homogeneous quantity:

$$
\begin{equation*}
\hat{K}=\sum_{i=0}^{p} K_{(i)} p_{y}^{p-i} \tag{179}
\end{equation*}
$$

This will be conserved in higher dimension if and only if

$$
\begin{equation*}
0=\{\hat{K}, \hat{H}\}=\frac{\partial \hat{K}}{\partial q^{\mu}} \frac{\partial \hat{H}}{\partial p_{\mu}}-\frac{\partial \hat{K}}{\partial p_{\mu}} \frac{\partial \hat{H}}{\partial q^{\mu}} \tag{180}
\end{equation*}
$$

Rearranging the terms in powers of $p_{y}$, and writing $H_{(f)}=$ $(1 / 2) g^{\mu \nu} p_{\mu} p_{\nu}$ we get

$$
\begin{align*}
\{\hat{K}, \hat{H}\} & =-\frac{\partial K_{(1)}}{\partial p_{\mu}} \frac{\partial V}{\partial q^{\mu}} p_{y}^{p+1} \\
& +\sum_{i=0}^{p-2}\left(\frac{\partial K_{(i)}}{\partial q^{\mu}} \frac{\partial H_{(f)}}{\partial p_{\mu}}-\frac{\partial K_{(i)}}{\partial p_{\mu}} \frac{\partial H_{(f)}}{\partial q^{\mu}}-\frac{\partial K_{(i+2)}}{\partial p_{\mu}} \frac{\partial V}{\partial q^{\mu}}\right) p_{y}^{p-i} \\
& +\sum_{i=p-1}^{p}\left(\frac{\partial K_{(i)}}{\partial q^{\mu}} \frac{\partial H_{(f)}}{\partial p_{\mu}}-\frac{\partial K_{(i)}}{\partial p_{\mu}} \frac{\partial H_{(f)}}{\partial q^{\mu}}\right) p_{y}^{p-i} . \tag{181}
\end{align*}
$$

Since the metric $g$ is covariantly constant the $\partial H_{(f)} / \partial q$ terms can be exchanged with Levi-Cività connection terms, and the equation can be rewritten in terms of covariant quantities as

$$
\begin{align*}
\{\hat{K}, \hat{H}\}= & -K_{(1)}^{\mu} \nabla_{\mu} V p_{y}^{p+1} \\
& +\sum_{i=0}^{p-2}\left(\frac{1}{i!} \nabla_{\left(\lambda_{1}\right.} K_{\left.(i) \lambda_{2} \cdots \lambda_{i+1}\right)}\right. \\
& \left.-\frac{1}{(i+1)!} K_{(i+2) \lambda_{1} \cdots \lambda_{i+1}} \rho \nabla_{\rho} V\right) p^{\lambda_{1}} \cdots p^{\lambda_{i+1}} p_{y}^{p-i} \\
& +\sum_{i=p-1}^{p} \frac{1}{i!} \nabla_{\left(\lambda_{1}\right.} K_{\left.(i) \lambda_{2} \cdots \lambda_{i+1}\right)} p^{\lambda_{1}} \cdots p^{\lambda_{i+1}} p_{y}^{p-i} . \tag{182}
\end{align*}
$$

This will be zero for a generic geodesic if and only if each term with a different power in $p_{y}$ is zero separately. The conditions obtained are also found to be the conditions that make Eq. (177) conserved in the original system. These equations are exactly the generalized Killing equations with flux (35) in the limit of zero field strength $F=0$. Crampin (1984) discovered a special case of these equations when the only nonvanishing terms in Eq. (177) are $K_{(p)}$ and $K_{(0)}$, one application of his results being the Runge-Lenz quadratic conserved quantity for the Kepler problem.

This second kind of Eisenhart lift is particularly interesting for the following reason. Suppose the potential $V$ in the Hamiltonian can be split into $m$ separate potentials, $V(q)=\sum_{i=1}^{m} g_{i} V_{i}(q)$, where the $g_{i}$ are coupling constants. Then one can separately lift each coupling constant and consider an enlarged $(n+m)$-dimensional space with a generalized Eisenhart lift metric

$$
\begin{equation*}
\hat{g}=g_{\mu \nu} d q^{\mu} d q^{\nu}+\sum_{i=1}^{m} \frac{d y_{i}^{2}}{2 g_{i} V_{i}} \tag{183}
\end{equation*}
$$

This will yield the higher-dimensional Hamiltonian

$$
\begin{equation*}
\hat{H}=\frac{1}{2} g^{\mu \nu} p_{\mu} p_{\nu}+\sum_{i=1}^{m} p_{y_{i}}^{2} g_{i} V_{i} \tag{184}
\end{equation*}
$$

Geodesics in the higher-dimensional space for different values of the conserved momenta $p_{y_{i}}$ correspond to solutions of the original equations of motion for different values of the coupling constant. In particular, if there are nontrivial isometries of Eq. (183) that are not just isometries of $g$, then these give rise to nontrivial transformations between the $q$ and $y$ variables that leave the energy of the original system constant. Since $\dot{y}_{i}=2 g_{i} V_{i} p_{y_{i}}$, a change in the $y$ variables in general will also amount to a change in the $p_{y_{i}}$, and therefore to a transformation that changes the coupling constants of the original system. This was applied to the generalized Eisenhart lift of the Toda chain in Cariglia and Gibbons (2014). The Toda chain lift is described in more detail in Sec. VII.

## V. HIDDEN SYMMETRIES, GRAVITY, AND SPECIAL GEOMETRIES

## A. Taub-NUT and generalized Laplace-Runge-Lenz vector

The self-dual Taub-NUT four-dimensional metric has found several applications, among which is that it can be identified with a gravitational instanton, since it satisfies the Euclidean Einstein equations with self-dual Riemann tensor when the mass parameter is positive (Hawking, 1977). Another is its application to the study of the interaction between two well-separated Bogomolny-Prasad-Sommerfield (BPS) monopoles in Euclidean flat space when the mass parameter is negative. The BPS monopoles are solitonic solutions of $S U(2)$ Yang-Mills theory that for large separations behave like particles. Manton (1982) observed that the low energy dynamics of these monopoles could be described by an appropriate evolution on the parameter space of static multimonopole solutions, the evolution being geodesic with respect to the restriction of the kinetic energy to the moduli space. For the scattering of two monopoles the full moduli space metric is the Atiyah-Hitchin metric (Atiyah and Hitchin, 1985), that in the limit of well-separated monopoles reduces to the Taub-NUT metric with negative mass parameter. Gibbons and Manton (1986) showed that this metric admits a conserved vector of the Runge-Lenz type, and Fehér and Horváthy (1987a, 1987b) studied its dynamical symmetries, showing that together with angular momentum it generates an $O(4)$ or $O(1,3)$ algebra analogous to that of the Kepler problem, in particular, allowing one to calculate the boundstate spectrum and the scattering cross section. More generic Kepler-type dynamical symmetries applied to the study of monopole interactions have been considered by Cordani, Fehér, and Horváthy $(1988,1990)$ and Fehér and Horváthy (1988). The study of the Dirac equation in Taub-NUT space has been considered, for example, by Comtet and Horváthy (1995) and van Holten (1995), as well as supersymmetry of monopoles and vortices (Horváthy, 2006). Dynamical symmetries for the analogous problem of well-separated monopoles in hyperbolic space have been studied by Gibbons and Warnick (2007).

The Taub-NUT with negative mass is a four-dimensional hyper-Kähler manifold with metric

$$
\begin{equation*}
g=V\left[d r^{2}+r^{2}\left(\sigma_{1}^{2}+\sigma_{2}^{2}\right)\right]+4 V^{-1} \sigma_{3}^{2}, \tag{185}
\end{equation*}
$$

where $V=1-2 / r$ and the $\sigma_{i}$ are $S U(2)$ left-invariant forms given by

$$
\begin{align*}
\sigma_{1} & =\sin \theta \sin \psi d \phi+\cos \psi d \theta \\
\sigma_{2} & =\sin \theta \cos \psi d \phi-\sin \psi d \theta  \tag{186}\\
\sigma_{3} & =d \psi+\cos \theta d \phi
\end{align*}
$$

with $0 \leq \phi<2 \pi, 0 \leq \theta<\pi$, and $0 \leq \phi<2 \psi$.
The geodesic Lagrangian is

$$
\begin{equation*}
L=\frac{1}{2}\left[V \dot{\vec{r}}^{2}+4 V^{-1}(\dot{\psi}+\cos \theta \dot{\phi})^{2}\right] \tag{187}
\end{equation*}
$$

There is a number of expected conserved quantities: one is related to the fact that the coordinate $\psi$ is ignorable,

$$
\begin{equation*}
Q=4 V^{-1}(\dot{\psi}+\cos \theta \dot{\phi}) \tag{188}
\end{equation*}
$$

then there is the energy

$$
\begin{equation*}
E=\frac{1}{2} V\left(\dot{\vec{r}}^{2}+\frac{Q^{2}}{4}\right) \tag{189}
\end{equation*}
$$

and the angular momentum

$$
\begin{equation*}
\vec{J}=V \vec{r} \times \dot{\vec{r}}+q \hat{r} \tag{190}
\end{equation*}
$$

There are, however, extra conserved quantities that are of higher order in the velocities

$$
\begin{equation*}
\vec{A}=\dot{\vec{r}} \times \vec{J}+\left(2 E-\frac{Q^{2}}{2}\right) \hat{r} \tag{191}
\end{equation*}
$$

These are associated with a triplet of rank-2 Killing tensors $K_{(i)}^{\mu \nu}$. Moreover, the Killing tensors can be obtained from a rank-2 Killing-Yano tensor $Y_{\mu \nu}$ and three complex structures $F_{(i) \mu \nu}, i=1,2,3$, according to

$$
\begin{equation*}
K_{(i)}^{\mu \nu}=Y^{\lambda(\mu} F_{(i) \lambda^{\nu}}{ }^{\nu} . \tag{192}
\end{equation*}
$$

$\vec{J}$ and $\vec{A}$ generate an $\mathfrak{S u t}(2) \otimes \mathfrak{I u}(2)$ Lie algebra. Explicitly

$$
\begin{equation*}
Y=r(r-1)(r-2) \sin \theta d \theta \wedge d \phi+2 d r \wedge(d \psi+\cos \theta d \phi) \tag{193}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{(i)}=2(d \psi+\cos \theta d \phi) \wedge d x_{i}+\frac{V}{2} \epsilon_{i j k} d x_{j} \wedge d x_{k} \tag{194}
\end{equation*}
$$

## B. Higher-dimensional rotating black holes

In this section we present some recent results in gravitational physics that have attracted much attention to the subject of hidden symmetries of the dynamics. Solutions of Einstein's equations in higher dimensions that generalize the Kerr rotating black hole, in addition to a cosmological constant and NUT parameters, have been found to possess a tower of

Killing-Yano and Killing tensors, associated with multiple hidden symmetries of the dynamics that make several equations of physical interest, among which are Hamilton-Jacobi, Klein-Gordon, Dirac, integrable, and actually separable when written in the so-called canonical coordinates. We begin with a brief historical survey of the special properties of the Kerr solution and then of higher-dimensional black hole geometries. After that we present the construction of hidden symmetries for Kerr-NUT-(A)dS black holes and the more general off-shell canonical metrics.

## 1. The Kerr metric

Kerr (1963) presented a solution of Einstein's equations for a spinning mass, the celebrated Kerr black hole. This metric is astrophysically relevant since it can describe observed rotating black holes. Although the metric is nontrivial, it is endowed with properties that Chandrasekhar (1984a, 1984b) called "miraculous."

It describes a rotating black hole that is stationary and axisymmetric, with two associated Killing vectors $\partial_{t}$ and $\partial_{\phi}$. Carter (1971) showed that, provided a black hole had an axis of symmetry, it had to be described by the Kerr solution which depends only on two parameters, the mass and the angular momentum, and Robinson (1975) showed that it was the only pseudostationary black hole solution with a nondegenerate horizon. The Weyl tensor of the metric is algebraically special and of type D in Petrov's classification (Petrov, 1969, 2000). The metric can be written in Kerr-Schild form

$$
\begin{equation*}
g_{\mu \nu}=\eta_{\mu \nu}+2 H l_{\mu} l_{\nu} \tag{195}
\end{equation*}
$$

where $\eta$ is a flat metric and the vector $l$ is null with respect to both $g$ and $\eta$ (Kerr and Schild, 1965; Debney, Kerr, and Schild, 1969).

Going back to hidden symmetries, Carter (1968a, 1968b) showed that the Hamilton-Jacobi and Klein-Gordon equations are separable in the Kerr metric, thus reducing the problem of calculating geodesics to one of quadratures. Walker and Penrose (1970) gave an explanation for that, showing that the Kerr metric admits a rank-2 Killing tensor, which can be used to build an extra conserved quantity in addition to the energy, angular momentum, and the particle's rest mass; this quantity is commonly referred to as Carter's constant. Subsequently, Penrose (1973) and Floyd (1974) showed that the Killing tensor can be obtained from a Killing-Yano tensor. It was also demonstrated that the Killing-Yano tensor is responsible for several of the special properties of the Kerr metric: Hughston and Sommers (1973) showed that both isometries in the metric can be generated from the KillingYano tensor (see Sec. V.B. 2 for a discussion of the $n$-dimensional case). This implies that all the conserved quantities responsible for integrability of geodesic motion are derivable from the Killing-Yano tensor. Colinson (1974) showed that the integrability conditions for a nondegenerate Killing-Yano tensor imply that the spacetime is of type D in Petrov's classification. Other types of important equations of physics simplify considerably in the Kerr metric: Teukolsky (1972) showed that the electromagnetic and gravitational perturbation equations decouple and their master equations
separate, Teukolsky (1973) and Unruh (1973) showed separation for the massless neutrino equations, and Chandrasekhar (1976) and Page (1976) discussed the massive Dirac equation. As shown later in this section, the Kerr metric satisfies the geometrical conditions described in Sec. III for the separability of the Hamilton-Jacobi equations, and being a vacuum metric it also automatically allows for separation of variables of the Klein-Gordon equation, as discussed in Sec. VI.C. The $n$-dimensional generalizations described in Sec. V.B. 2 also allow for separability of the Klein-Gordon equation, even when the Ricci tensor is nonzero, since the Robertson condition discussed in Sec. VI.C holds, as shown later. The separability of the Dirac equation in these metrics is discussed in detail in Sec. VI.D.3, where it is shown it can be associated with appropriate symmetry operators built using the Killing-Yano (principal) tensor, the semiclassical counterpart of this result being the symmetry operators for the spinning particle theory described in Sec. II.B.8. Similar symmetry operators for other nonscalar equations have been discussed in the literature; see Kamran and McLenaghan (1984), Kamran (1985), del Castillo (1988), Kalnins, Miller, Jr., and Williams (1989), and Kalnins, Williams, and Miller (1996). Jezierski and Łukasik (2006) discussed conserved quantities in the Kerr geometry generated by the Killing-Yano tensor.

## 2. Black holes in higher dimensions

In this section we describe Kerr-NUT-(A)dS black holes, which are higher-dimensional black holes with rotation parameters, cosmological constant, and NUT charges. Such solutions of the Einstein equations became ever more relevant in recent times with the advent of string theory and of braneworld cosmological models. An example of application is that of the AdS/CFT correspondence, where one considers their BPS limit. In the odd-dimensional case this limit yields SasakiEinstein spaces (Cvetic et al., 2009; Hashimoto, Sakaguchi, and Yasui, 2004; Cvetič et al., 2005), while in the evendimensional one Calabi-Yau spaces (Oota and Yasui, 2006; Lü and Pope, 2007). Attempts have been made to find similar solutions to the Einstein-Maxwell equations analytically (Aliev and Frolov, 2004; Aliev, 2006a, 2006b; Kunz et al., 2006; Aliev, 2007; Chen and Lü, 2008) or numerically (Kunz, Navarro-Lérida, and Petersen, 2005; Kunz, Navarro-Lérida, and Viebahn, 2006; Brihaye and Delsate, 2007; Kunz, NavarroLérida, and Radu, 2007; Kleihaus, Kunz, and Navarro-Lérida, 2008); see also Charmousis and Gregory (2004), Chen, Lü, and Pope (2006), Podolský and Ortaggio (2006), Pravda, Pravdova, and Ortaggio (20070, Ortaggio, Podolský, and Žofka (2008), and Lü, Mei, and Pope (2009).

Historically, however, it was already in 1963 that Tangherlini described a higher-dimensional black hole solution that generalized the Schwarzschild metric (Tangherlini, 1963). Myers and Perry (1986) added an electric charge to the Tangherlini solution and also obtained another solution, currently referred to as the Myers-Perry metric, which is higher dimensional and has $(n-1) / 2$ rotation parameters, corresponding to the independent planes of rotation, thus generalizing Kerr's solution. Frolov and Stojkovic (2003) later showed that the fivedimensional Myers-Perry metric admits a Killing tensor, anticipating the more general result on Kerr-NUT-(A)dS
metrics that we discussed in this section. Galajinsky, Nersessian, and Saghatelian (2013) discussed superintegrable spherical mechanics models associated with near horizon extremal Myers-Perry black holes in arbitrary dimensions.

The first example of a black hole solution in higher dimension with cosmological constant was provided by Hawking, Hunter, and Taylor-Robinson (1999), who obtained a five-dimensional metric with rotation parameters and cosmological constant that generalizes the Kerr-(A)dS metric of Carter (1968b). The generalization of this metric to arbitrary number of dimensions was obtained by Gibbons, Lü, Page, and Pope (Gibbons et al., 2004; Gibbons et al., 2005) in 2004, and finally NUT charges were added by Chen, Lü, and Pope in 2006 (Chong, Gibbons et al., 2005; Chen, Lü, and Pope, 2006, 2007). Good reviews on the subject of black holes in higher dimensions and hidden symmetries of dynamics are Emparan and Reall (2008) and Yasui and Houri (2011); another review is currently in preparation (Frolov, Krtouš, and Kubizňák).

We describe here the full Kerr-NUT-(A)dS solution. While it is known that in higher-dimensional gravity there exist various kinds of rotating black objects, the Kerr-NUT-(A)dS metric describes the most general rotating black object with spherical horizon topology and cosmological constant that solve Einstein's vacuum equations and that are known analytically to date. In fact, we present the metric of what are known as canonical spacetimes: these belong to a family of spacetimes that are in general off shell, in that they do not solve the vacuum Einstein equations, and when they do they reduce to the Kerr-NUT-(A)dS spacetimes. Canonical spacetimes are the natural generalization of Kerr-NUT-(A)dS spacetimes with respect to their geometrical properties and to the hidden symmetries of the dynamics of nonbackreacting fields propagating on them. We work in the Riemannian signature as this makes the metric more symmetric.

It is useful to parametrize the spacetime dimension $n$ as $n=2 N+\epsilon$, where $\epsilon=0,1$. Then the metric is given by

$$
\begin{align*}
d s^{2}= & \sum_{\mu=1}^{N}\left[\frac{d x_{\mu}^{2}}{Q_{\mu}}+Q_{\mu}\left(\sum_{j=0}^{N-1} A_{\mu}^{(j)} d \psi_{j}\right)^{2}\right] \\
& +\varepsilon S\left(\sum_{j=0}^{N} A^{(j)} d \psi_{j}\right)^{2} \tag{196}
\end{align*}
$$

Here coordinates $x_{\mu}(\mu=1, \ldots, N)$ stand for the radial coordinate and longitudinal angles, and Killing coordinates $\psi_{k}(k=0, \ldots, N-1+\varepsilon)$ denote time and azimuthal angles associated with Killing vectors $\xi^{(k)}=\partial_{\psi_{k}}{ }^{1}$. The metric functions are defined by

[^1]\[

$$
\begin{gather*}
Q_{\mu}=\frac{X_{\mu}}{U_{\mu}}, \quad U_{\mu}=\prod_{\nu \neq \mu}\left(x_{\nu}^{2}-x_{\mu}^{2}\right), \quad S=\frac{-c}{A^{(N)}},  \tag{197}\\
A_{\mu}^{(k)}=\sum_{\substack{\nu_{1}, \ldots, \nu_{k} \\
\nu_{1}<\cdots<\nu_{k}, \nu_{i} \neq \mu}} x_{\nu_{1}}^{2} \cdots x_{\nu_{k}}^{2}, \quad A^{(k)}=\sum_{\substack{\nu_{1}, \ldots, \nu_{k} \\
\nu_{1}<\cdots<\nu_{k}}} x_{\nu_{1}}^{2} \cdots x_{\nu_{k}}^{2} . \tag{198}
\end{gather*}
$$
\]

The quantities $X_{\mu}$ are generic functions of a single variable $x_{\mu}$, and $c$ is an arbitrary constant. The vacuum black hole geometry with a cosmological constant is recovered by setting

$$
\begin{equation*}
X_{\mu}=\sum_{k=\varepsilon}^{N} c_{k} x_{\mu}^{2 k}-2 b_{\mu} x_{\mu}^{1-\varepsilon}+\frac{\varepsilon c}{x_{\mu}^{2}} \tag{199}
\end{equation*}
$$

This choice of $X_{\mu}$ describes the most general known Kerr-NUT-(A)dS spacetimes in all dimensions (Chen, Lü, and Pope, 2006). The constant $c_{N}$ is proportional to the cosmological constant and the remaining constants are related to angular momenta, mass, and NUT parameters. The coordinates used here generalize the canonical coordinates introduced by Carter in 4D (Carter, 1968c; Debever, 1971; Plebanski, 1975).

These metrics admit a special type of closed conformal Killing-Yano tensor: the tensor

$$
\begin{equation*}
h=d b, \quad b=\frac{1}{2} \sum_{j=0}^{N-1} A^{(j+1)} d \psi_{j} \tag{200}
\end{equation*}
$$

is closed, of rank 2, and nondegenerate, meaning that it has rank $2 N$. This defines a principal conformal Killing-Yano tensor. Frolov and Kubizňák (2007) showed that the principal conformal Killing-Yano tensor exists for Myers-Perry metrics and Kerr-NUT-(A)dS ones in Kubiznák and Frolov (2007). Kubizňák and Krtouš (2007) studied the four-dimensional Plebański-Demiański family of metrics, which includes the Kerr metric, and found a conformal generalization of the Killing-Yano tensor that reduces to the Killing-Yano tensor in the absence of acceleration. Jezierski (1997) showed that for a rank-2 conformal Killing-Yano tensor $h$ the vector

$$
\begin{equation*}
\xi^{a}=\frac{1}{n-1} \nabla_{b} h^{b a}, \tag{201}
\end{equation*}
$$

where $a=1, \ldots, n$ satisfies

$$
\begin{equation*}
\nabla_{(a} \xi_{b)}=\frac{1}{n-2} R_{c(a} h_{b)}^{c} \tag{202}
\end{equation*}
$$

this being a consequence of the integrability condition of the conformal Killing-Yano equation for $h$. Therefore for Einstein spaces like Kerr-NUT-(A)dS $\xi$ is a Killing vector. In fact, it can be proved that $\xi$ is a Killing vector also for the canonical metrics that are not on shell (Krtouš, Frolov, and Kubizňák, 2008). $\xi$ is called a primary Killing vector for these metrics.

Riemannian metrics that admit a principal conformal Killing-Yano tensor with independent, nonconstant eigenvalues have been classified (Houri, Oota, and Yasui, 2007; Krtouš, Frolov, and Kubizňák, 2008) and are exactly given by the canonical spacetimes above.

Schematically, the classification works as follows (Frolov and Kubizňák, 2008a; Krtouš, Frolov, and Kubizňák, 2008). Since $h$ is a closed conformal Killing-Yano tensor, using Eq. (26) it can be seen that the tensor $H^{\mu}{ }_{\nu}=h^{\mu}{ }_{\rho} h_{\nu}{ }^{\rho}$ is a conformal Killing tensor; see the definition in Eq. (24). Its eigenvalues are real and non-negative, and we indicate them by $\left\{x_{i}^{2}\right\}$. Then there exists an orthonormal basis such that $h$ can be written as $\operatorname{diag}\left(\Lambda_{1}, \ldots, \Lambda_{p}\right)$ for $\epsilon=0$, and $\operatorname{diag}\left(0, \Lambda_{1}, \ldots, \Lambda_{p}\right)$ for $\epsilon=1$, where

$$
\Lambda_{i}=\left(\begin{array}{cc}
0 & -x_{i} I_{i}  \tag{203}\\
x_{i} I_{i} & 0
\end{array}\right)
$$

and the $I_{i}$ are unit matrices. Such a basis is called a Darboux basis; see Prasolov (1994). When the eigenvalues are all different we denote them by $x_{\mu}, \mu=1, \ldots, N$, and the associated orthonormal eigenvector pairs by $E_{\mu}, E_{\hat{\mu}}$. When $\epsilon=1$ there is a further eigenvector $E_{0}$ associated with the zero eigenvalue. Let $E^{\mu}, E^{\hat{\mu}}$, and $E^{0}$ be the associated 1-forms. Then in this basis the metric and principal conformal KillingYano tensor take the form

$$
\begin{align*}
& g=\sum_{\mu=1}^{N}\left(E^{\mu} \otimes E^{\mu}+E^{\hat{\mu}} \otimes E^{\hat{\mu}}\right)+\epsilon E^{0} \otimes E^{0}  \tag{204}\\
& h=\sum_{\mu=1}^{N} x_{\mu} E^{\mu} \wedge E^{\hat{\mu}}
\end{align*}
$$

This is a local description of the metric and the principal conformal Killing-Yano tensor. In order to move from a local description to a description that holds in a finite spacetime domain, Krtouš, Frolov, and Kubizňák (2008) additionally included in the definition of the tensor $h$ that its eigenvalues $x^{\mu}$ are functionally independent and nonconstant, so that they can be used as coordinates. Then they are able to show that they can be complemented by another set of coordinates $\psi_{k}$, such that the $\partial_{\psi_{k}}$ are Killing vectors. In particular, $\partial_{\psi_{0}}=\xi$.

Krtouš, Kubiznák, Page, and Frolov (2007) (Frolov and Kubizňák, 2007; Kubiznák and Frolov, 2007) showed that any spacetime with a principal Killing-Yano tensor $h$ admits a tower of Killing-Yano and Killing tensors. The simplest way to see this is to use the fact mentioned in Sec. II.A. 3 that the wedge product of closed conformal Killing-Yano tensor is still a closed conformal Killing-Yano tensor. Therefore it is possible to build the following tower of closed conformal Killing-Yano tensors:

$$
\begin{equation*}
h^{(j)} \equiv h^{\wedge j}=\underbrace{h \wedge \cdots \wedge h}_{\text {total of } j \text { factors }}, \tag{205}
\end{equation*}
$$

where $h^{(j)}$ is a $(2 j)$ form, and $h^{(0)}=1, h^{(1)}=h$. Crucially, since $h$ is nondegenerate it is possible to build a set of $N$ nonvanishing forms. When $\epsilon=0$ then $h^{(N)}$ is proportional to the totally antisymmetric tensor, while for $\epsilon=1$ it is dual to a Killing vector in odd dimensions. In both cases $h^{(N)}$ is trivial and can be excluded from the tower, and we take $j=1, \ldots, N-1$.

According to the results mentioned in Sec. II.A. 3 these tensors give rise to the Killing tensors $K^{(j)}$ :
$K_{a b}^{(j)} \equiv \frac{1}{(n-2 j-1)!(j!)^{2}}\left(* h^{(j)}\right)_{a c_{1} \cdots c_{n-2 j-1}}\left(* h^{(j)}\right)_{b}{ }^{c_{1} \cdots c_{n-2 j-1}}$,
where $\left(* h^{(j)}\right)$ is the Hodge dual of $h$, a Killing-Yano tensor. The coefficient in this definition is chosen so that

$$
\begin{align*}
K^{(j)}= & \sum_{\mu=1}^{N} A_{\mu}^{(j)}\left(E^{\mu} \otimes E^{\mu}+\tilde{E}^{\mu} \otimes \tilde{E}^{\mu}\right) \\
& +\varepsilon A^{(j)} E^{0} \otimes E^{0} \tag{207}
\end{align*}
$$

We also define $K^{(0)}=g$, so that we can take the range of $j$ as $j=0, \ldots, N-1$. The Killing tensors are functionally independent and in involution, and together with the $N+\epsilon$ Killing vectors $\partial_{\psi_{i}}$ form a complete set of integrals of motion for the geodesic motion, thus explaining the complete integrability of geodesic motion and the separability of the Hamilton-Jacobi equation in these metrics (Frolov, Krtouš, and Kubiznák, 2007; Krtouš, Kubiznák, Page, and Frolov, 2007; Krtouš, Kubizňák, Page, and Vasudevan, 2007; Page et al., 2007). Moreover, since they are constructed by taking the square of Killing-Yano tensors, they satisfy the Robertson condition that will be defined in Sec. VI.C.1, and as discussed there this implies that the Klein-Gordon equation is separable as well (Frolov, Krtouš, and Kubiznák, 2007). The Killing vectors can all be obtained from the principal Killing vector and the Killing tensors according to (Krtouš, Frolov, and Kubizňák, 2008; Krtouš, Kubiznák, Page, and Frolov, 2007)

$$
\begin{equation*}
\left(\partial_{\psi_{j}}\right)^{a}=K^{(j) a}{ }_{b} \xi^{b}, \quad j=1, \ldots, N-1 \tag{208}
\end{equation*}
$$

Connell, Frolov, Kubizňák, and Krtouš showed that in spacetimes with an arbitrary number of dimensions that admit a nondegenerate principal conformal Killing-Yano tensor one can also solve the parallel transport equations by reducing them to a set of first-order ordinary differential equations (Connell, Frolov, and Kubizňák, 2008; Kubizňák et al., 2009). Kubizňák (2009) studied a scaling limit of the Kerr-NUT-(A) dS metrics that yields Einstein-Sasaki spaces originally constructed by Chen, Lü, and Pope (2006) that admit Killing spinors and a tower of Killing-Yano tensors of increasing rank.

Generalizations of the canonical metrics can be obtained, for example, relaxing the condition that $h$ is nondegenerate and that all of its eigenvalues are nonconstant (Houri, Oota, and Yasui, 2008, 2009): then one gets bundles which have Kähler fibers over Kerr-NUT-(A)dS spaces. Another possible choice is that of considering covariant derivatives different from the Levi-Cività one; this appears naturally in supergravity theories and is discussed in Sec. V.C. There is a number of good reviews on the subject with much information and of different size: see Frolov (2008, 2012), Frolov and Kubizňák (2008b), Kubizňák (2008), and Yasui and Houri (2011); see also the short review by Cariglia, Krtouš, and Kubizňák (2012).

## C. Spacetimes with torsion and supergravity

In Sec. V.B. 2 we discussed work classifying all Riemannian metrics admitting a principal conformal Killing-Yano tensor. While this is a satisfactory result, it does mean that to study Killing-Yano-type symmetries beyond this class of metrics we have to loosen our definition to some extent. In this section we consider extending the notion of a conformal Killing-Yano tensor by relaxing the condition that the connection in Eq. (27) be the Levi-Cività connection. We see that this generalization is a natural one in the context of certain supergravity theories. Certain of the properties of conformal Killing-Yano tensors transfer to this generalized setting, but there are some interesting differences.

## 1. The connection with torsion and generalized conformal Killing-Yano forms

Examining the definition of a conformal Killing-Yano tensor (27), there are two ingredients from the geometry of the underlying manifold. Clearly we require a connection (in this case the Levi-Cività connection) in order to make the left-hand side meaningful. Less obvious, we also require a metric in order to make sense of the right-hand side: in particular, we need the metric to calculate $X^{b}$ and $\delta h$. These two objects are compatible, in the sense that the Levi-Civit connection preserves the metric. We now consider generalizing the Levi-Civit connection $\nabla$ appearing in Eq. (27). Any two connections differ by a tensorial quantity, so we define our new connection by $\nabla_{X}^{T} Y=\nabla_{X} Y+T(X, Y)$, where $T \in T_{2}^{1}(\mathcal{M})$. We make the further assumption that $T$ is totally antisymmetric. That is,

$$
\begin{equation*}
g(T(X, Y), Z)=-g(T(Y, X), Z)=-g(T(X, Z), Y) \tag{209}
\end{equation*}
$$

for all vector fields $X, Y, Z$. A consequence of this assumption is that $\nabla^{T}$ is metric, i.e., $\nabla^{T} g=0$, and furthermore the autoparallel curves of $\nabla^{T}$ are geodesics of $g$. Note that we can identify $T$ with a 3 -form in an obvious way.

We are obviously able to generalize the left-hand side of Eq. (27) by simply changing $\nabla \rightarrow \nabla^{T}$. In order to generalize the right-hand side, we need to consider the representation theoretic origin of the conformal Killing-Yano equation. In general for a Riemannian manifold, one can decompose $T^{*} \mathcal{M} \otimes \Lambda^{p} T^{*} \mathcal{M}$ as an $O(n)$ representation as follows:

$$
\begin{equation*}
T^{*} \mathcal{M} \otimes \Lambda^{p} T^{*} \mathcal{M} \cong \Lambda^{p+1} T^{*} \mathcal{M} \oplus \Lambda^{p-1} T^{*} \mathcal{M} \oplus \Lambda^{p, 1} T^{*} \mathcal{M} \tag{210}
\end{equation*}
$$

where $\Lambda^{p, 1} T^{*} \mathcal{M}$ consists of those elements $\alpha \otimes \psi$ of $T^{*} \mathcal{M} \otimes$ $\Lambda^{p} T^{*} \mathcal{M}$ which satisfy $\left.\alpha \wedge \psi=0, \alpha^{\sharp}\right\lrcorner \psi=0$. Applying this to $\nabla h$, one identifies the projection into $\Lambda^{p+1} T^{*} \mathcal{M}$ as the exterior differential $d h$ and the projection into $\Lambda^{p-1} T^{*} \mathcal{M}$ as the codifferential $\delta h$, up to multiples. The conformal Killing-Yano equation expresses the requirement that the component of $\nabla h$ transforming in the $\Lambda^{p, 1} T^{*} \mathcal{M}$ representation vanishes. Motivated by this, we define

$$
\begin{equation*}
\left.d^{T} h=e^{i} \wedge \nabla_{X_{i}}^{T} h, \quad \delta^{T} h=-X^{i}\right\lrcorner \nabla_{X_{i}^{T}} h \tag{211}
\end{equation*}
$$

to be the projections of $\nabla^{T} h$ into $\Lambda^{p+1} T^{*} \mathcal{M}, \Lambda^{p-1} T^{*} \mathcal{M}$, respectively. Here $X_{i}$ is an orthonormal basis for $T \mathcal{M}$ with a dual basis $e^{i}$. These definitions reduce to the standard definitions for $d, \delta$ when $T=0$.

Motivated by the above, we thus define a generalized conformal Killing-Yano tensor to be a $p$ form satisfying the generalized conformal Killing-Yano equation:

$$
\begin{equation*}
\left.\nabla_{X}^{T} h=\frac{1}{\pi+1} X\right\lrcorner d^{T} h-\frac{1}{n-\pi+1} X^{\natural} \wedge \delta^{T} h \tag{212}
\end{equation*}
$$

for any vector $X$. If additionally $d^{T} h=0, h$ is a generalized Killing-Yano tensor, while if $\delta^{T} h=0, h$ is a generalized closed conformal Killing-Yano tensor.

Generalized conformal Killing-Yano forms were first introduced in this fashion by Kubizňák, Kunduri, and Yasui (2009) to better understand the symmetries of the Chong-Cvetić-LüPope black holes (Chong, Cvetič et al., 2005). Previous work which considered related objects includes Yano and Bochner (1953) and Wu (2009a).

## 2. Properties of generalized conformal Killing-Yano tensors

Similar to the torsionless case, the existence of a generalized conformal Killing-Yano tensor has several nice consequences for the underlying spacetime. In particular (Houri et al., 2010b; Houri et al., 2012),
(i) The generalized conformal Killing-Yano equation is invariant under Hodge duality: if $h$ is a generalized conformal Killing-Yano tensor, so is $\star h$.
(ii) The generalized conformal Killing-Yano equation is conformallly invariant: if a $k$ form $h$ is a generalized conformal Killing-Yano tensor of the metric $g$, with torsion $T$, then $\Omega^{k+1} h$ is a generalized conformal Killing-Yano tensor of the metric $\Omega^{2} g$ with torsion $\Omega^{2} T$.
(iii) Generalized conformal Killing-Yano tensors form a (graded) algebra under the wedge product.
(iv) If $h_{1}, h_{2}$ are generalized conformal Killing-Yano $k$ forms, then the symmetric tensor $K_{\mu \nu}=$ $h_{1\left(\mu \mid \rho_{1}, \ldots \rho_{k-1}\right.} h_{2 \nu)^{\rho_{1}, \ldots \rho_{k-1}}}$ is a conformal Killing tensor.
(v) If $h_{1}, h_{2}$ are generalized Killing-Yano $k$-forms, then the symmetric tensor

$$
K_{\mu \nu}=h_{1\left(\mu \mid \rho_{1}, \ldots, \rho_{k-1}\right.} h_{2 \nu)}{ }^{\rho_{1}, \ldots, \rho_{k-1}}
$$

is a Killing tensor.
(vi) Generalized conformal Killing-Yano forms can be constructed from spinors $\psi$ which solve the twistor equation with torsion

$$
\begin{equation*}
\nabla_{X}^{T} \psi-\frac{1}{N} X^{\mathrm{b}} D^{T} \psi=0 \tag{213}
\end{equation*}
$$

where $D^{T}$ is the Dirac operator with torsion that is defined shortly.
In contrast to the situation for Killing-Yano tensors, the Killing tensor generated by squaring a generalized KillingYano need not give rise to a symmetry of the Klein-Gordon equation.

One key defining feature of conformal Killing-Yano tensors is their importance in constructing operators which commute with the Dirac equation. The situation when torsion is present is a little more subtle (Houri et al., 2010c; Kubizňák, Warnick, and Krtouš, 2011). Since the torsion field naturally couples to particles' spin, it is perhaps not very surprising that the Dirac operator should pick up a torsion correction. It was argued by Houri et al. (2010c) that in the presence of torsion the natural Dirac operator to consider is

$$
\begin{equation*}
D^{T}=\gamma^{\mu} \nabla_{\mu}-\frac{1}{24} T_{\lambda \mu \nu} \gamma^{\lambda \mu \nu} \tag{214}
\end{equation*}
$$

In the context of certain supergravities, this is also a natural Dirac operator to consider as it gives the equation of motion for the linearized gaugino field in the string frame; see, for example, Strominger (1986) and Benmachiche, Louis, and Martinez-Pedrera (2008). This operator also occurs in the context of complex geometries with torsion (Agricola, 2006; Apostolov, Calderbank, and Gauduchon, 2006).

It was shown by Houri et al. (2010c) that given a rank-p generalized conformal Killing-Yano tensor $h$ and provided that the corresponding anomaly terms, ${ }^{2}$

$$
\begin{align*}
A_{(\mathrm{cl})}(h)= & \frac{d\left(d^{T} h\right)}{p+1}-\frac{T \wedge \delta^{T} h}{n-p+1}-\frac{1}{2} d T \wedge_{1} h,  \tag{215}\\
A_{(q)}(h)= & \frac{\delta\left(\delta^{T} h\right)}{n-p+1}-\frac{1}{6(p+1)} T{\underset{3}{ }}_{n} d^{T} h \\
& +\frac{1}{12} d T \underset{3}{\wedge} h, \tag{216}
\end{align*}
$$

vanish, one can construct an operator $L_{h}$ which (on shell) commutes with $D^{T},\left[D^{T}, L_{k}\right]=0$. The $\wedge_{m}$ contraction is defined in Eq. (277). Such an operator provides an on-shell symmetry operator for a massless Dirac equation. When $h$ is in addition $d^{T}$ closed or $\delta^{T}$ coclosed the operator $L_{h}$ may be modified to produce off-shell (anti)commuting operators $M_{k}$ or $K_{k}$.

From this construction it is possible by a formal semiclassical limiting process to show that generalized conformal Killing-Yano tensors give rise to symmetries of the supersymmetric spinning particle mechanics. This can also be shown directly, as in Kubizňák, Kunduri, and Yasui (2009).

Finally, we note that a partial classification of metrics admitting nondegenerate generalized conformal Killing-Yano 2-forms, that are analogs of the principal conformal KillingYano form, has been undertaken by Houri et al. (2012). Matters are complicated here compared to the case without torsion as there is considerably more freedom inherent in the ability to specify a torsion.

[^2]
## 3. Examples of spacetimes admitting generalized conformal Killing-Yano tensors

The Chong-Cvetić-Lü-Pope black holes (Chong, Cvetič et al., 2005) are solutions of $D=5$ minimal gauged supergravity, whose bosonic sector is governed by the action

$$
\begin{equation*}
S=\int_{\mathcal{M}} \star(R+\Lambda)-\frac{1}{2} F \wedge \star F+\frac{1}{3 \sqrt{3}} F \wedge F \wedge A \tag{217}
\end{equation*}
$$

It was demonstrated by Wu 2009b, 2009a) that the HamiltonJacobi and charged Klein-Gordon equations are separable for these black holes, as is a modified Dirac equation. The background admits a Killing tensor; however, this cannot be expressed as the square of a conformal Killing-Yano tensor. To fully understand the hidden symmetry of this background, it is necessary to consider a generalized conformal KillingYano form. The 3-form $\star F$ furnishes a natural candidate for a torsion form. In fact, we set $\sqrt{3} T=\star F$. With this identification, a generalized conformal Killing-Yano tensor exists, whose square is the Killing tensor.

Another interesting class of spacetimes admitting generalized conformal Killing-Yano tensors are the Kerr-Sen black holes. These extremize the low energy string theory effective action, which in the string frame is given by

$$
\begin{align*}
S= & -\int d^{4} x \sqrt{-g} e^{-\Phi}\left(-R+\frac{1}{12} H_{\lambda \mu \nu} H^{\lambda \mu \nu}\right. \\
& \left.-g^{a b} \partial_{a} \Phi \partial_{b} \Phi+\frac{1}{8} F_{\mu \nu} F^{\mu \nu}\right), \tag{218}
\end{align*}
$$

where $F$ and $H$ are totally antisymmetric.
The Kerr-Sen solutions may be found by a solution generating technique, starting with the well-known Kerr solution (Sen, 1992; Wu and Cai, 2003). The string-frame fields are given by

$$
\begin{align*}
d s^{2}= & e^{\Phi}\left\{-\frac{\Delta}{\rho_{b}^{2}}\left(d t-a \sin ^{2} \theta d \varphi\right)^{2}\right. \\
& \left.+\frac{\sin ^{2} \theta}{\rho_{b}^{2}}\left[a d t-\left(r^{2}+2 b r+a^{2}\right) d \varphi\right]^{2}+\frac{\rho_{b}^{2}}{\Delta} d r^{2}+\rho_{b}^{2} d \theta^{2}\right\} \\
H= & -\frac{2 b a}{\rho_{b}^{4}} d t \wedge d \varphi \wedge\left[\left(r^{2}-a^{2} \cos ^{2} \theta\right) \sin ^{2} \theta d r-r \Delta \sin 2 \theta d \theta\right] \\
A= & -\frac{Q r}{\rho_{b}^{2}}\left(d t-a \sin ^{2} \theta d \varphi\right), \\
\Phi= & 2 \ln \left(\frac{\rho}{\rho_{b}}\right) \tag{219}
\end{align*}
$$

where

$$
\begin{align*}
\rho^{2} & =r^{2}+a^{2} \cos ^{2} \theta, \quad \rho_{b}^{2}=\rho^{2}+2 b r \\
\Delta & =r^{2}-2(M-b) r+a^{2} \tag{220}
\end{align*}
$$

The solution describes a black hole with mass $M$, charge $Q$, angular momentum $J=M a$, and magnetic dipole momentum $\mu=Q a$. When the twist parameter $b=Q^{2} / 2 M$ is set to zero, the solution reduces to the Kerr solution of vacuum general relativity.

The Kerr-Sen black hole admits a generalized conformal Killing-Yano tensor where the torsion is identified as the naturally occurring 3-form $H$ (Houri et al., 2010b). As can be easily seen from the expression for the fields, when $b=0 H$ vanishes and the generalized conformal Killing-Yano reduces to the principal conformal Killing-Yano tensor of Kerr.

As a result of the existence of the generalized conformal Killing-Yano tensor, the equations of motion for a charged particle moving in the Kerr-Sen background separate. Furthermore, the natural linear scalar field equations separate, as does the Dirac equation (Houri et al., 2010b; Wu and Cai, 2003). The properties generalize to the higher-dimensional analogs of the Kerr-Sen black hole found by Chow (2008).

## D. Killing-Yano tensors and G-structures

Some special geometries that are known in the literature present reduced holonomy, and among reduced holonomy spaces a number of these are known to admit conformal Killing-Yano tensors and conformal Killing-Yano tensors with torsion. Such spaces are of interest from the intrinsic geometrical point of view, and as they naturally arise as solutions of gauged and ungauged supergravity theories, and can have potential application in the AdS/CFT correspondence. In this section we limit ourselves to Riemannian signature.

We begin with a brief reminder of the concept of reduced holonomy. Given an $n$-dimensional Riemmanian manifold $\mathcal{M}$ with a metric $g$ and a connection $\nabla$, parallel transport of tensors around closed loops will in general result in the tensors being changed by an $O(n)$ transformation, $S O(n)$ in case $\mathcal{M}$ is orientable. While in flat space the transformation would be trivially the identity, in a generic curved space this need not be so, and this is accounted for by the curvature of the connection. Such nontrivial transformations form a group, the holonomy group of $\mathcal{M}$. It is possible to prove that the holonomy group is a closed Lie subgroup of $O(n)$, in particular, compact (Borel and Lichnerowicz, 1952). A theorem by Ambrose and Singer (1953) relates the Lie algebra of the holonomy group to the transformations generated by the curvature 2-form of $\nabla$. When the holonomy group is strictly a subgroup of $S O(n)$ then it is said that the holonomy of $(\mathcal{M}, g, \nabla)$ is reduced. Berger (1955) gave a complete classification of the possible holonomy groups for Riemannian manifolds that are simply connected, irreducible, and nonsymmetric. What is known as Berger's list includes the groups $U(m), S U(m), S p(m), S p(m) \cdot S p(1), G_{2}$, and $\operatorname{Spin}(7)$, which we discuss in more detail in this section. On the other hand, Riemannian symmetric spaces are locally isometric to homogeneous spaces of the kind $G / H$, which have holonomy $H$.

A concept related to reduced holonomy is that of a $G$ structure. Given the natural $G l(n)$ frame bundle associated with $\mathcal{M}$ and a group $G$, a $G$ structure is a principal $G$ subbundle. In several cases the $G$ structure can be prescribed by a set of tensors that do not vanish at any point and that are invariant under the action of $G$, for example, an almost complex structure $J$ determines a $G l(n / 2, \mathbb{C})$ structure. These cases are relevant for physics since manifold with special tensors appears naturally for examples in solutions of supergravity theories. In fact, in this context the formalism of
$G$ structures has evolved into a machinery that has been used to classify supergravity solutions. The literature in this respect is quite vast: for an initial list of examples, by no means complete, see Tod (1983), Mac Conamhna (2004), Cariglia and MacConamhna (2005), Gauntlett, Gutowski, and Pakis (2003), Gauntlett and Pakis (2003), and Meessen, Ortin, and Vaula (2010) and referring works.

There is a relation between $G$ structures given by a set of tensors and reduced holonomy when for examples such tensors are covariantly constant. As $G$ is a subgroup of $O(n)$ we can write in terms of Lie algebras $\mathfrak{G o}(n)=$ $\mathfrak{g}+\mathfrak{g}^{\perp}$, and decompose the Levi-Cività connection as

$$
\begin{equation*}
\nabla=\nabla^{\mathfrak{g}}+\nabla^{\mathfrak{a}^{\perp}} \tag{221}
\end{equation*}
$$

where $\nabla^{\mathfrak{g}}$ takes values in $\mathfrak{g}$ and, respectively, $\nabla^{\mathfrak{g}^{\perp}}$ in $\mathfrak{g}^{\perp}$. If the tensors are covariantly constant then it must be $\nabla=\nabla^{\mathfrak{g}}$, and the holonomy group is necessarily a subgroup of $G$. For example, in the case of the groups in Berger's list each of them can be obtained as a holonomy group for a given set of covariantly constant forms.

It is possible to generalize the above construction by considering $G$-invariant tensors that have nonzero covariant derivative. The covariant derivative of the $G$-invariant tensors can be decomposed into irreducible representations of $G$, and thus classified. This has been done for the first time, in the case of almost Hermitian manifolds, by Gray and Hervella (1980), then for $G_{2}$ structures by Fernández and Gray (1982), for $S U(n)$ structures by Chiossi and Salamon (2002), and for $S p(m)$ structures by Cabrera and Swann (2008). There are works that generalize these results: Brozos-Vázquez, GarcíaRío, Gilkey, and Hervella study manifolds with pseudoRiemannian metrics and discuss the pseudo-Hermitian and para-Hermitian cases (Brozos-Vázquez et al., 2012), while Barberis, Dotti, and Santillán (2012) studied properties of the Killing-Yano equation on Lie groups. Santillan (2012) analyzed the Killing-Yano equation for a number of structures outside those of the Berger type analyzed by Papadopoulos.

Papadopoulos (2008) showed that the Killing-Yano equation can be solved on manifolds that admit forms associated with a $G$ structure where $G$ is one of the groups in Berger's list, and the candidate conformal Killing-Yano form is built from the $G$-invariant tensors. This implies constraints on the covariant derivatives of the tensors that can be classified as above. Papadopoulos (2012) obtained similar results in the case of connections with totally skew-symmetric torsion. When the resulting manifolds admit Killing spinors, a direct construction of conformal Killing-Yano forms in terms of spinor bilinears was given by Semmelmann (2003) and Cariglia (2004).

The results of Papadopoulos (2008) were obtained as follows. One starts from the definition of a Killing-Yano form, Eqs. (26) and (27) with $\delta h=0$ :

$$
\begin{equation*}
\nabla_{\lambda} h_{\mu_{1} \cdots \mu_{r}}=\nabla_{[\lambda} h_{\left.\mu_{1} \cdots \mu_{r}\right]} . \tag{222}
\end{equation*}
$$

By taking $h$ to be one of the $G$-invariant forms associated with one of the groups in Berger's list, automatically $\nabla^{\mathfrak{g}} h=0$ and Eq. (222) becomes a set of constraints for the components of the connection along $\mathfrak{g}^{\perp}$. By using a frame that is adapted to the $G$ structure, i.e., such that the special tensors have
canonical components in the frame, calculations tend to simplify and it is possible to compute the restrictions that the Killing-Yano equation imposes on the connection. We now discuss the results found.

## 1. $U(n / 2)$ structures

An almost complex structure $J$, that is a smooth $(1,1)$ tensor field on $\mathcal{M}$, defines a $G l(n / 2)$ structure. If the real metric $g$ is Hermitian with respect to the complex structure then this induces a $U(n / 2)$ structure. When the Kähler form $\omega$, defined by $\omega(X, Y)=g(X, J \cdot Y)$, is closed the structure becomes an almost Kähler structure, and if in addition the complex structure is integrable then one has a Kähler structure.

One can choose an adapted frame $\left\{e^{i}\right\}=\left\{e^{\alpha}, e^{\bar{\beta}}\right\}$, such that $g=\delta_{i j} e^{i} e^{j}=2 \delta_{a \bar{\beta}} e^{\alpha} e^{\bar{\beta}}$, and $\omega=-i \delta_{a \bar{\beta}} e^{\alpha} \wedge e^{\bar{\beta}}$, and look for conditions under which $\omega$ or $\omega^{\wedge k}$ are Killing-Yano forms. The Gray-Hervella decomposition of the frame connection under $U(n / 2)$ irreducible representations yields four such representations, usually indicated with $W_{1}, \ldots, W_{4}$. These arise as such: the tensor $\nabla \omega$ has components in $T^{*} \mathcal{M} \otimes \mathfrak{u t}(n / 2)^{\perp}$ of the type

$$
\begin{equation*}
(\nabla \omega)_{\alpha \beta \gamma}, \quad(\nabla \omega)_{\alpha \bar{\beta} \bar{\gamma}}, \quad(\nabla \omega)_{\bar{\alpha} \beta \gamma}, \quad(\nabla \omega)_{\bar{\alpha} \bar{\beta} \bar{\gamma}} \tag{223}
\end{equation*}
$$

Since in the adapted frame the components of $\omega$ are constant, $\nabla \omega$ can be rewritten in terms of the spin connection $\Omega_{i, j k}$. Then the irreducible $U(n / 2)$ representations are (Gillard, 2005; Santillan, 2012)

$$
\begin{align*}
\left(W_{1}\right)_{\bar{\alpha} \bar{\beta} \bar{\gamma}} & =(\Omega)_{[\bar{\alpha}, \bar{\beta} \bar{\gamma}]} \\
\left(W_{2}\right)_{\bar{\alpha} \bar{\beta} \bar{\gamma}} & =(\Omega)_{\bar{\alpha}, \bar{\beta} \bar{\gamma}}-(\Omega)_{[\bar{\alpha}, \bar{\beta} \bar{\gamma}]}, \\
\left(W_{3}\right)_{\bar{\alpha} \beta \gamma} & =(\Omega)_{\bar{\alpha}, \beta \gamma}-\frac{2}{(n / 2)-1}(\Omega)_{\bar{\delta},}{ }_{[\gamma}{ }_{[\gamma} g_{\beta] \bar{\alpha}},  \tag{224}\\
\left(W_{4}\right)_{\alpha} & =(\Omega)_{\bar{\delta},{ }_{\alpha}} .
\end{align*}
$$

The Killing-Yano equation for $\omega$ directly implies that it must always be $W_{2}=0=W_{3}=W_{4}$. This means that $\mathcal{M}$ is almost Kähler; however, its Nijenhuis tensor does not necessarily vanish. A similar calculation for $\omega^{\wedge k}$, with $1<k<n / 2$, shows that in this case all the $W_{i}$ vanish and the manifold is strictly Kähler.

## 2. $S U(n / 2)$ structures

The analysis is similar to that of the preceding case, and in addition there is an $\mathfrak{G u}(n / 2)$ invariant complex volume form
 sponds to the trace part of the spin connection

$$
\begin{equation*}
\left(W_{5}\right)_{\bar{\alpha}}=\Omega_{\bar{\alpha}, \beta}{ }^{\beta} \tag{225}
\end{equation*}
$$

which defines a fifth invariance class.
Asking that $\Psi$ is a Killing-Yano tensor amounts to the condition $W_{4}=W_{5}=0$, which yields a balanced Hermitian manifold. Asking that both $\omega$ and $\Psi$ are Killing-Yano tensors gives $W_{2}=W_{3}=W_{4}=W_{5}=0$, which corresponds to a special almost Kähler manifold, and asking for $\omega^{\wedge k}$, $1<k<n / 2$, and $\Psi$ implies that all the $W_{i}$ are zero and the manifold is Calabi-Yau.

## 3. $\operatorname{Sp}(n / 4) \cdot \operatorname{Sp}(1)$ structures

An almost quaternion-Hermitian structure is given by the presence of three almost complex structures $I, J, K$, satisfying the identities $f$ the imaginary unit quaternions, $I J=K$, and cyclic permutations. There is also a fundamental form $\chi=\omega_{I}^{\wedge 2}+\omega_{J}^{\wedge 2}+\omega_{K}^{\wedge 2}$.

The conditions for a single almost complex structure to be a Killing-Yano tensor are those discussed above for $U(m)$ structures. To analyze when $\chi$ is a Killing-Yano tensor one can choose a frame adapted to $I$. The components of the spin connection $\Omega$ in $[\mathfrak{s p}(n / 4) \otimes \mathfrak{s p}(1)]^{\perp}$ are given by the $\omega_{J}$ traceless part of $\Omega_{i, \alpha \beta}$, plus the component $\tilde{\Omega}_{i, \alpha \bar{\beta}}$ that satisfies $(\tilde{\Omega} \cdot J)_{i, \alpha \beta}=(\tilde{\Omega} \cdot J)_{i,[\alpha \beta]}$ and $\tilde{\Omega}_{i, \alpha}{ }^{\alpha}=0$. When $n=8$ this yields four irreducible representations and therefore $2^{4}=16$ different classes, and for $n=12,16, \ldots$, this gives six irreducible representations and $2^{6}=64$ classes. These classes can be related to $\nabla \chi$. One finds that for $\chi$ to be a Killing-Yano tensor all the components of $\Omega$ in $[\mathfrak{s p}(n / 4) \otimes \mathfrak{s p}(1)]^{\perp}$ must vanish, making $\chi$ parallel and $\mathcal{M}$ quaternionic Kähler.

## 4. $\operatorname{Sp}(\boldsymbol{n} / 4)$ structures

Similar to the previous section, there are three almost complex structures $I, J, K$. The components of the spin connection $\Omega$ in $\mathfrak{s p}(n / 4)$ are similar, but in this case are not traceless with respect to $\omega_{J}$ : they are given by $\Omega_{\tilde{\Omega}}$, ${ }_{\tilde{\Omega}}$, plus the component $\tilde{\Omega}_{i, \alpha \bar{\beta}}$ that satisfies $(\tilde{\Omega} \cdot J)_{i, \alpha \beta}=(\tilde{\Omega} \cdot J)_{i,[\alpha \beta]}$. Asking that $\omega_{I}$ is a Killing-Yano tensor yields the same conditions as in the section on $U(n / 2)$ structures; that is, the only nonzero components of the spin connection are of the type $\Omega_{[\alpha, \beta \gamma]}$. If now one asks that also $\omega_{J}$ is a Killing-Yano tensor then the only available solution is $\Omega_{[\alpha, \beta \gamma]}=0$, and the manifold is hyper-Kähler.

## 5. $\boldsymbol{G}_{\mathbf{2}}$ structures

In an adapted basis a $G_{2}$ invariant 3 -form for a sevendimensional manifold is written as

$$
\begin{equation*}
\phi=c_{a b c} e^{a} \wedge e^{b} \wedge e^{c} \tag{226}
\end{equation*}
$$

where the $c_{a b c}$ coefficients are the multiplication constants of the imaginary octonions. Since $G_{2} \subset S O(7)$ is the automorphism group of the imaginary octonions, then a $G_{2}$ rotation of the adapted frame will leave the form invariant. The spin connection form $\Omega$, which has values in the adjoint representation of $S O(7)$, decomposes naturally into a part $\Omega^{+}$in the adjoint representation of $G_{2}$, with 14 generators, and a part $\Omega^{-}$ in the fundamental representation, with seven generators. When $\Omega^{-}=0$ the holonomy is $G_{2}$ and $\phi$ is closed and coclosed. In the general case instead $\Omega^{-}$is parametrized by the $G_{2}$ torsion classes (Fernández and Gray, 1982):

$$
\begin{align*}
d \phi & =\tau_{0} * \phi+3 \tau_{1} \wedge \phi+* \tau_{3}  \tag{227}\\
d * \phi & =4 \tau_{1} \wedge * \phi+* \tau_{2}
\end{align*}
$$

The covariant derivative of $\phi$ can be written as

$$
\begin{equation*}
\nabla_{\lambda} \phi_{\mu \nu \rho}=T_{\lambda \alpha} g^{\alpha \beta} * \phi_{\beta \mu \nu \rho} \tag{228}
\end{equation*}
$$

where the tensor $T$ is the full torsion tensor (Karigiannis, 2009) given by

$$
\begin{equation*}
T=\frac{\tau_{0}}{4} g-\tau_{3}+\tau_{1}-\frac{1}{2} \tau_{2} \tag{229}
\end{equation*}
$$

with $g$ the metric. Then the Killing-Yano equation for $\phi$ implies that $\tau_{1}=0=\tau_{2}=\tau_{3}=\tau_{4}$. Structures with only a nonvanishing $\tau_{0}$ torsion class are nearly parallel $G_{2}$. A similar calculation shows that $* \phi$ is a Killing-Yano tensor only if all the torsion components are zero and the manifold is strictly $G_{2}$.

## 6. $\operatorname{Spin}_{7}$ structures

A $\operatorname{Spin}_{7}$ form $\Psi$ on an eight-dimensional manifold is selfdual. If it is to be a Killing-Yano form, then by definition it is co-closed. Being self-dual it must then also be closed. But then the Killing-Yano equation implies that it is covariantly constant, and the manifold is strictly $\operatorname{Spin}(7)$.

A similar analysis for the case of the Killing-Yano equation using a covariant derivative with totally antisymmetric torsion was done by Papadopoulos (2012), finding that the KillingYano equation in several cases does not uniquely determine the torsion classes, leaving space for a bigger set of manifolds with special holonomy. The manifolds found are the target spaces of supersymmetric nonrelativistic particles with torsion couplings. The full conformal Killing-Yano equation (27) has not been analyzed yet. As seen in Sec. VI.D.2, this is useful in studying symmetry operators of the Dirac equation, for example. Kubizňák, Warnick, Houri, and Yasui discussed a classification of the local form of metrics admitting a principal Killing-Yano tensor with torsion (Houri et al., 2012). Houri, Takeuchi, and Yasui (2013) discussed deformations of Sasakian structures in the presence of totally skew-symmetric torsion, the fact that they possess a closed conformal KillingYano tensor with torsion, and how they arise as solutions of five-dimensional gauged and ungauged supergravity, and 11dimensional supergravity. Houri and Yamamoto (2013) analyzed five-dimensional metrics with a rank-2 Killing-Yano tensor with torsion, such that it has a Killing vector as an eigenvector with zero eigenvalue. They found geometries among which there are solutions of minimal supergravity and Abelian heterotic supergravity describing charged, rotating Kaluza-Klein black holes.

## VI. QUANTUM SYSTEMS

In this section we present some examples of quantum systems that admit hidden symmetries of the dynamics and then discuss the general theory of separation of variables for the Schrödinger and Klein-Gordon equations. We finish with a discussion of the hidden symmetries of the Dirac equation that are linear in momenta, the only ones for which there exists a well-established theory. An important application of separability both for the Schrödinger and Klein-Gordon equations and for the Dirac one will be that of Kerr-NUT-(A)dS black holes.

It is important to notice that hidden symmetries are not exclusively a feature of classical systems, rather they appear in quantum systems as well. The nonrelativistic hydrogen atom and the harmonic oscillator that we discuss are universally
known systems and for these it will be instructive to compare the classical and quantum treatments of hidden symmetries.

The theory of separation of variables for the Schrödinger and Klein-Gordon equations is closely related to that of the Hamilton-Jacobi equation discussed in Sec. III, quantum hidden symmetries requiring extra conditions relative to classical ones. One will be able to follow in detail the differences between the two cases.

Last, we present a relatively detailed discussion of hidden symmetries of the Dirac equation that are linear in the momenta. We make use of the efficient formalism of differential forms, where the sections of the Clifford bundle are identified with differential forms, and the Clifford algebra maps into a noncommutative algebra of forms. This formalism is superior in efficiency and clarity to that of calculus with explicit use of indices. We discuss hidden symmetries in a curved geometry, as well as the more general concept of hidden symmetries in the presence of flux fields. We finish discussing the Dirac equation for the Eisenhart-Duval lift metrics. More examples of quantum systems with dynamical symmetries and supersymmetries can be found in Grignani, Plyushchay, and Sodano (1996), Plyushchay (1996, 2000a), Leiva and Plyushchay (2003), Correa, del Olmo, and Plyushchay (2005), Correa, Nieto, and Plyushchay (2007, 2008), Correa and Plyushchay (2007a, 2007b), Correa et al. (2008a, 2010), Correa, Jakubsky, and Plyushchay (2009), Jakubsky, Nieto, and Plyushchay (2010, 2011), Arancibia, Guilarte, and Plyushchay (2013), and Arancibia and Plyushchay (2014), and references therein.

## A. Hidden symmetries of the quantum isotropic oscillator

The quantum harmonic oscillator is a physical system of great importance. Rather than providing here a reminder of all the applications the harmonic oscillator has (in fact, one for each system the linearization of which is worth studying), we provide a quote attributed to Sidney Coleman: "The career of a young theoretical physicist consists of treating the harmonic oscillator in ever-increasing levels of abstraction."

In this section for simplicity we deal with the isotropic oscillator. We begin describing the classical system from the point of view of its dynamical symmetry group. The Hamiltonian function in $n$ dimension is

$$
\begin{equation*}
H=\sum_{i=1}^{n}\left(\frac{p_{i}^{2}}{2 m}+\frac{\omega^{2}}{2} q_{i}^{2}\right) \tag{230}
\end{equation*}
$$

Using the rescaled variables $\tilde{q}_{i}=(\omega \sqrt{m})^{1 / 2} q_{i}$, $\tilde{p}_{i}=(\omega \sqrt{m})^{-1 / 2} p_{i}$, the Hamiltonian can be written as

$$
\begin{equation*}
\frac{\sqrt{m}}{\omega} H=\tilde{H}=\frac{1}{2} \sum_{i=1}^{n}\left(\tilde{p}_{i}^{2}+\tilde{q}_{i}^{2}\right) \tag{231}
\end{equation*}
$$

We define new variables $z_{i}=\tilde{q}_{i}+i \tilde{p}_{i}$, in terms of which $\tilde{H}=(1 / 2) z^{\dagger} z$ and the equations of motion are

$$
\begin{equation*}
\frac{d z_{i}}{d \lambda}=-i z_{i} \tag{232}
\end{equation*}
$$

Using these variables it becomes evident that there is an action of the group $U(n)$ on phase space that preserves the

Hamiltonian, with $U(n)$ strictly bigger than the isometry group $O(n)$. To build conserved charges we proceed as follows. Let $\left\{T_{a}, a=1, \ldots, n^{2}-1\right\}$ be $n \times n$ complex, traceless matrices satisfying $T_{a}^{\dagger}=-T_{a}$, that generate the Lie algebra of $S U(n)$. With these we build the real quantity

$$
\begin{equation*}
C_{a}=\frac{1}{2 i} z^{\dagger} T_{a} z \tag{233}
\end{equation*}
$$

The only element of the Lie algebra of $U(n)$ we are not describing with these is a multiple of the identity matrix, which would give rise to the Hamiltonian through a formula analog to Eq. (233). It is straightforward to check that the $C_{a}$ quantities are conserved:

$$
\begin{equation*}
\frac{d C_{a}}{d \lambda}=\frac{1}{2 i}\left[-z^{\dagger} T_{a}(-i z)+\left(i z^{\dagger}\right) T_{a} z\right]=0 . \tag{234}
\end{equation*}
$$

A direct calculation shows that

$$
\begin{align*}
X_{C_{a}}= & -2 i \sum_{i=1}^{n}\left[\partial_{\bar{z}_{i}} C_{a} \partial_{z_{i}}+2 i \partial_{z_{i}} C_{a} \partial_{\bar{z}_{i}}\right] \\
& =-\sum_{i=1}^{n}\left[T_{a, i j} z_{j} \partial_{z_{i}}+\left(T_{a, i j} z_{j}\right)^{*} \partial_{\bar{z}_{i}}\right] . \tag{235}
\end{align*}
$$

In general, transformations that are not isometries will alter the shape of the trajectory. To illustrate the principle we examine in detail the case $n=2$. Then there are three $T_{a}$ matrices:

$$
\begin{align*}
T_{1} & =\left(\begin{array}{cc}
0 & i \\
i & 0
\end{array}\right), \\
T_{2} & =\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right),  \tag{236}\\
T_{3} & =\left(\begin{array}{cc}
i & 0 \\
0 & -i
\end{array}\right) .
\end{align*}
$$

The matrix $T_{2}$ is real and therefore generates an isometry: $T_{2}$, in fact, is the generator of the $S O(2)$ Lie algebra acting on configuration space by $\delta \tilde{q}_{1}=\epsilon \tilde{q}_{2}, \delta \tilde{q}_{2}=-\epsilon \tilde{q}_{1}$, and the same for the $\tilde{p}_{i}$. This is a rotation in the 1,2 plane. The matrix $T_{3}$ instead generates a forward time evolution in the $\left(\tilde{q}_{1}, \tilde{p}_{1}\right)$ variables, and a backward time evolution in the $\left(\tilde{q}_{2}, \tilde{p}_{2}\right)$ variables. Last, the finite transformation associated with $T_{1}$ can be obtained by exponentiation:

$$
z^{\prime}=\exp \left(s T_{1}\right) z=\left(\begin{array}{cc}
\cos s & i \sin s  \tag{237}\\
i \sin s & \cos s
\end{array}\right) z
$$

where $s$ is a continuous, real parameter, or equivalently

$$
\begin{array}{ll}
\tilde{q}_{1}^{\prime}=\cos s \tilde{q}_{1}-\sin s \tilde{p}_{2}, & \tilde{p}_{1}^{\prime}=\cos s \tilde{p}_{1}+\sin s \tilde{q}_{2}  \tag{238}\\
\tilde{q}_{2}^{\prime}=\cos s \tilde{q}_{2}-\sin s \tilde{p}_{1}, & \tilde{p}_{2}^{\prime}=\cos s \tilde{p}_{2}+\sin s \tilde{q}_{1} .
\end{array}
$$

Consider, for example, the trajectory $\lambda \mapsto\left(z_{1}(\lambda), z_{2}(\lambda)\right)$

$$
\begin{array}{ll}
\tilde{q}_{1}=A \cos \lambda, & \tilde{p}_{1}=-A \sin \lambda \\
\tilde{q}_{2}=A \sin \lambda, & \tilde{p}_{2}=A \cos \lambda \tag{239}
\end{array}
$$

where $A>0$ is constant. This is such that $\tilde{q}_{1}^{2}+\tilde{q}_{2}^{2}=A^{2}$, and similarly for the $\tilde{p}$ variables, describing circles in the $\tilde{q}$ and $\tilde{p}$ planes with maximum amplitude $A$. Applying transformation (238) with $s=\pi / 4$ we get

$$
\begin{array}{ll}
\tilde{q}_{1}^{\prime}=0, & \tilde{p}_{1}=0, \\
\tilde{q}_{2}^{\prime}=\sqrt{2} A \sin \lambda, & \tilde{p}_{2}^{\prime}=\sqrt{2} A \cos \lambda,
\end{array}
$$

which is a harmonic motion along the 2 direction, with amplitude $\sqrt{2} A$ which is the correct factor in order to maintain the same energy.

In fact, applying the transformation (238) we can obtain all possible trajectories of a given energy $E$, since the space of trajectories of a given energy $E$ in phase space is two dimensional, and we can act with the independent transformations generated by $T_{1}, T_{2}$, and $T_{3}$ : the action of $U(2)$ on such space is transitive. The same holds for a generic dimension $n>2: U(n)$ has $n^{2}$ generators, with $n$ of these of the diagonal type, similar to the $T_{3}$ matrix of the $n=2$ case. These act on each individual pair of variables $\left(\tilde{q}_{i}, \tilde{p}_{i}\right)$ as the forward or backward time evolution. Next, there are $n(n-1)$ independent nondiagonal transformations. Since the space of trajectories of a given energy $E$ is $2(n-1)$ dimensional, these are enough to provide a transitive action. We then say that under the action of $U(n)$ there is a unique representative in each family of trajectories of energy $E, E>0$.

The quantum model follows a similar description. The Hamiltonian is

$$
\begin{equation*}
H=\sum_{i=1}^{n}\left(\frac{P_{i}^{2}}{2 m}+\frac{\omega^{2}}{2} Q_{i}^{2}\right) \tag{241}
\end{equation*}
$$

with $\left[Q_{l}, P_{m}\right]=i \hbar \delta_{l m}$. The analog of the $z, z^{\dagger}$ variables are now ladder operators: first define

$$
\begin{gathered}
\tilde{Q}_{i}=\sqrt{\frac{m^{1 / 2} \omega}{2 \hbar}} Q_{i} \\
\tilde{P}_{i}=\sqrt{\frac{1}{2 \hbar m^{1 / 2} \omega}} P_{i},
\end{gathered}
$$

and

$$
\begin{equation*}
a_{i}=\tilde{Q}_{i}+i \tilde{P}_{i} \tag{242}
\end{equation*}
$$

Then the commutation relations become $\left[a, a^{\dagger}\right]=\mathbf{1}$ and the Hamiltonian is written as

$$
\begin{equation*}
H=\frac{\hbar \omega}{\sqrt{m}}\left(a^{\dagger} a+\frac{n}{2}\right) \tag{243}
\end{equation*}
$$

For any matrix $T$ that is a linear combination with real coefficients of the $T_{a}$ defined above, the operator $\hat{U}=$ $\exp \left(a^{\dagger} T a\right)$ is unitary and acts on $a$ as

$$
\begin{equation*}
\hat{U}^{\dagger} a \hat{U}=\exp (T) a, \tag{244}
\end{equation*}
$$

and therefore it induces a unitary transformation on $a$ that leaves the Hamiltonian invariant. Conversely, all unitary transformations on $a$ can be written for some operator $\hat{U}$ in this form. Given the vacuum state $|0\rangle$ such that $a_{i}|0\rangle=0 \forall i$ and $U|0\rangle=|0\rangle$, a generic state is written as

$$
\begin{equation*}
\left|l_{1}, \ldots, l_{n}\right\rangle=\frac{1}{\sqrt{l_{1}!}} \cdots \frac{1}{\sqrt{l_{n}!}}\left(a_{1}^{\dagger}\right)^{l_{1}} \cdots\left(a_{n}^{\dagger}\right)^{l_{n}}|0\rangle \tag{245}
\end{equation*}
$$

and has energy

$$
E=\frac{\hbar \omega}{\sqrt{m}}\left(\sum_{i} l_{i}+\frac{n}{2}\right)=\frac{\hbar \omega}{\sqrt{m}}\left(L+\frac{n}{2}\right) .
$$

There is a degeneracy in the energy levels that is not explained only by the $S O(n)$ symmetry; however, one can note that the state above transforms as a $U(n)$ tensor with $L=\sum_{i} l_{i}$ indices on $\mathbb{C}^{n}$. Acting with $U(n)$ transformations one can recover all possible combinations of indices and therefore $U(n)$ acts transitively on the states of a given energy $E$. Last, it is worth rephrasing the result as follows. States as per Eq. (245) are solutions of the Schrödinger equation associated with the Hamiltonian (246). The operators $\hat{U}$ are symmetry operators, meaning that $[\hat{U}, H]=0$. Therefore they transform solutions of the Schrödinger equations into solutions. This theme of quantum dynamical symmetries being associated with operators that transform solutions of a differential equation into solutions will keep appearing in the rest of this section.

## B. Nonrelativistic hydrogen atom

For a short historical discussion of the inverse square central potential see Sec. II.B. 3 on the classical Kepler problem. Quantum mechanically several features are either kept unchanged or follow with appropriate changes. The Schrödinger equation for the nonrelativistic hydrogen atom is

$$
\begin{equation*}
\left(-\frac{\hbar^{2}}{2 m} \nabla^{2}-\frac{e^{2}}{r}-E\right) \psi(\vec{r})=0 \tag{246}
\end{equation*}
$$

Since there is a manifest $S O(3)$ isometry one can separate variables using spherical coordinates, such that

$$
\begin{equation*}
\nabla^{2}=\left(\frac{1}{r} \partial_{r} r\right)^{2}+\frac{1}{r^{2}} \Delta_{S^{2}} \tag{247}
\end{equation*}
$$

where $\Delta_{S^{2}}$ is the Laplacian on the 2 -sphere

$$
\begin{equation*}
\Delta_{S^{2}}=\frac{1}{\sin \theta} \partial_{\theta}\left(\sin \theta \partial_{\theta}\right)+\frac{1}{\sin ^{2} \theta} \partial_{\phi}^{2} \tag{248}
\end{equation*}
$$

which has the spherical harmonics $Y_{m}^{l}(\theta, \phi)$ as eigenfunctions with eigenvalues $-l(l+1)$, where $l=0,1,2, \ldots$ and $-l \leq$ $m \leq+l$ are integers. Assuming

$$
\begin{equation*}
\psi(\vec{r})=\frac{1}{r} R(r) Y_{m}^{l}(\theta, \phi) \tag{249}
\end{equation*}
$$

one gets an ordinary differential equation for $R$ :

$$
\begin{equation*}
\left(\frac{d^{2}}{d r^{2}}-\frac{l(l+1)}{r^{2}}+\frac{2 m e^{2}}{\hbar^{2} r}+\frac{2 m E}{\hbar^{2}}\right) R(r)=0 \tag{250}
\end{equation*}
$$

$L^{2}$ solutions with appropriate boundary behavior are indexed by a radial quantum number $n$ and the eigenvalues of the energy for bound states are

$$
\begin{equation*}
E_{N}=-\frac{m c^{2} \alpha^{2}}{2 N^{2}} \tag{251}
\end{equation*}
$$

where $m c^{2} \alpha^{2} / 2 \sim 13.6 \mathrm{eV}$, and $N=n+l+1$, with $0 \leq l \leq$ $N-1$ for a given value of $n$. Therefore there is a degeneracy in the states of a given $E_{N}$ : there are $\sum_{l=0}^{N-1}(2 l+1)=N^{2}$ states, many more then one would expect from the $S O(3)$ symmetry alone.

The reason for this is the quantum mechanical version of the Laplace-Runge-Lenz vector, associated again with an $O(4)$ group of dynamical symmetries. The quantum mechanical version of Eq. (72) is given by

$$
\begin{equation*}
\vec{A}=\frac{1}{2}(\vec{p} \times \vec{L}-\vec{L} \times \vec{p})-m e^{2} \frac{\vec{r}}{r}, \tag{252}
\end{equation*}
$$

where all quantities in this section are intended in the sense of operators. The reason why Eq. (252) is used instead of (72) is that the former presents the right operator ordering to make the result self-adjoint, as showed initially by Pauli (1926). The quantum Laplace-Runge-Lenz vector is again a conserved quantity, in the sense that $[\vec{A}, H]=0$. The $S O(4)$ algebra relations hold in the following form:

$$
\begin{align*}
& {\left[L^{i}, L^{j}\right]=i \hbar \sum_{k=1}^{3} \epsilon^{i j k} L^{k}} \\
& {\left[L^{i}, A^{j}\right]=i \hbar \sum_{k=1}^{3} \epsilon^{i j k} A^{k}}  \tag{253}\\
& {\left[A^{i}, A^{j}\right]=-2 i m H \hbar \sum_{k=1}^{3} \epsilon^{i j k} L^{k}}
\end{align*}
$$

so that exponentiating these operators one finds the $S O(4)$ group of dynamical symmetries, $O(4)$ adding parity. Once again, the conditions $[\vec{L}, H]=0,[\vec{A}, H]=0$ mean that $O(4)$ transformations will transform solutions of the Schrödinger equation into solutions, while $\left[L^{2}, \vec{A}\right]=2 i \hbar \vec{A}$ means that they will not in general preserve the square of the angular momentum. Therefore the $O(4)$ dynamical group transformations deform different orbitals associated with the same energy one into the other, and it is possible to show that this action is transitive on the states of a given energy.

## C. Schrödinger and Klein-Gordon equations

In this section we study the following equation for a scalar field $\psi$ :

$$
\begin{equation*}
\left(-\frac{\hbar^{2}}{2} \Delta+V(q)-E\right) \psi=0 \tag{254}
\end{equation*}
$$

where $\Delta=\nabla_{\mu}\left(g^{\mu \nu}\right) \nabla_{\nu}, g$ is a metric, $\nabla$ is the covariant derivative with respect to the Levi-Cività connection, and $E$ is a constant. When the metric is Riemannian Eq. (254) becomes the time independent Schrödinger equation in a potential, while if the metric is pseudo-Riemannian it becomes the relativistic Klein-Gordon equation. With this in mind, in the reminder of this section we refer to it loosely as the Schrödinger equation.

## 1. The general theory of separation of variables

A key role in the early development of quantum theory and of the Schrödinger equation was played by the hydrogen atom that had a simple analytical solution. As seen in Sec. VI.B, the Schrödinger equation separates due to the symmetry of the problem. In fact, systems for which the Schrödinger equation separates are extremely important as they provide examples for which we can obtain analytic solutions. In this section we admit arbitrary signature metrics but we exclude the technically more involved case of null second class coordinates. The first important point to make, as mentioned in Sec. II.B.8, is that in general the operator version of a quantity that is conserved for the analogous classical problem of motion in the metric $g$ with potential $V$ will not provide a good quantum number, due to anomalous contributions to the conservation law. Such anomalies arise in a curved background and were pointed out first by Carter (1977). Carter found that for a rank2 Killing tensor $K$ they are proportional to

$$
\begin{equation*}
K^{\mu}{ }_{\lambda} R^{\lambda \nu}-R^{\mu}{ }_{\lambda} K^{\lambda \nu}=g^{\nu \rho}[K, R]_{\rho}^{\mu}, \tag{255}
\end{equation*}
$$

where $R$ is the Ricci tensor, and by $[K, R]$ we mean the matrix commutator of $K$ and $R$ thought of as linear operators on the tangent space. No anomalous terms rise for Killing vectors instead. Therefore the quantum symmetries will be nonanomalous only if $K$ and $R$ commute and admit common eigenvalues. The term above arises from quantum integrability conditions in a curved geometry. For a classically separable system it says that the Killing web has to be compatible with the presence of curvature. The equation

$$
\begin{equation*}
K R=R K \tag{256}
\end{equation*}
$$

is called the Robertson condition. It is clearly satisfied if the Ricci tensor is zero or, more generally, if the space is Einstein. There is another notable case: every time the Killing tensor $K$ is obtained by taking the square of a Killing-Yano tensor the Robertson condition is automatically satisfied.

We can make these statements more precise. We start by defining separability of the Schrödinger equation according to Benenti (Benenti, 2002; Benenti, Chanu, and Rastelli, 2002a, 2002b). There are two natural definitions of separability. We say that the Schrödinger equation (254) is freely separable if it admits a complete separated solution

$$
\begin{equation*}
\psi(q, c)=\prod_{\mu=1}^{n} \psi_{\mu}\left(q^{\mu}, c\right) \tag{257}
\end{equation*}
$$

that depends on $2 n$ parameters $c=\left(C_{M}\right)=\left(c_{1}, \ldots, c_{2 n}\right)$ that satisfy the completeness condition

$$
\begin{equation*}
\operatorname{det}\left[\frac{\partial u_{\mu}}{\partial c_{M}} \frac{\partial v_{\mu}}{\partial c_{M}}\right] \neq 0 \tag{258}
\end{equation*}
$$

where

$$
u_{\mu}=\frac{\psi_{\mu}^{\prime}}{\psi_{\mu}}, \quad v_{\mu}=\frac{\psi_{\mu}^{\prime \prime}}{\psi_{\mu}}
$$

This notion of separability is directly linked to classical separability in orthogonal coordinates and can occur only for this type of coordinates, the classical separability being a necessary but in general not sufficient condition. In fact, one can prove the following:

Theorem.-The Schrödinger equation is freely separable if and only if there exists a characteristic Killing tensor $K$ (with simple eigenvalues and normal eigenvectors) such that $d(\mathrm{KdV})=0$, and the Robertson condition holds.

As discussed in Sec. III this implies that the HamiltonJacobi equation for the Hamitonian $H=(1 / 2) g^{\mu \nu} p_{\mu} p_{\nu}+V$ is separable in orthogonal coordinates. When expressed in orthogonal coordinates, the Robertson condition becomes $R^{\mu \nu}=0$ for $\mu \neq \nu$.

There exists another notion of separability of the Schrödinger equation that relates to classical separability in nonorthogonal coordinates. We say that $\psi$ is a reduced separated solution if it can be written as

$$
\begin{equation*}
\psi(q, c)=\prod_{a=1}^{m} \psi_{a}\left(q^{a}, c\right) \cdot \prod_{\alpha=m+1}^{n} \exp \left(k_{\alpha} q^{\alpha}\right) \tag{259}
\end{equation*}
$$

This time there are $2 m$ parameters $c=\left(c_{A}\right)=\left(c_{1}, \ldots, c_{2 m}\right)$ in the $\psi_{a}$ part of the solution, and $n-m$ parameters $k_{\alpha}$ in the remaining part. This solution is called reduced because one is reducing the initial possible freedom of having arbitrary separated functions, trading this off for a specific exponential form. In total therefore there are $n+m$ free parameters, and the completeness condition is expressed as

$$
\begin{equation*}
\operatorname{det}\left[\frac{\partial u_{a}}{\partial c_{A}} \frac{\partial v_{a}}{\partial c_{A}}\right] \neq 0 \tag{260}
\end{equation*}
$$

where

$$
u_{a}=\frac{\psi_{a}^{\prime}}{\psi_{a}}, \quad v_{\mu}=\frac{\psi_{a}^{\prime \prime}}{\psi_{a}},
$$

$a=1, \ldots, m$. There is a theorem that is the analog of the previous one (Benenti, Chanu, and Rastelli, 2002b):

Theorem.-The Schrödinger equation is reductively separable if and only if there exists a nondegenerate Killing web $(\mathcal{S}, D)$, where $D$ is a vector space spanned by Killing vectors as in Sec. III, such that (i) the potential $V$ is $D$ invariant, $D V=0$; (ii) $K$ is a characteristic Killing tensor with pairwise and pointwise distinct eigenvalues, orthogonal to the leaves of $\mathcal{S}$, and such that $d(\mathrm{KdV}=0)$; and (iii) the spaces orthogonal to $D$ are invariant under the Ricci tensor $R$, interpreted as a linear operator, and the restrictions to these spaces of $R$ and $K$ commute.

Note that condition (iii) above is equivalent to saying that the essential eigenvectors are eigenvectors of the Ricci tensor $R$, or Ricci principal directions. Then the coordinates $q^{\alpha}$ are ignorable and condition (iii) can be written as $R^{a b}=0$ for $a \neq b$.

There exists another, more general type of separability, the so-called $R$ separability (Moon and Spencer, 1952a, 1952b, 1971; Kalnins and Miller, 1978, 1980b, 1982b, 1984; Chanachowicz, Chanu, and McLenaghan, 2009). A solution $\psi$ of the Schrödinger equation is said to be $R$ separable if it can be written as

$$
\begin{equation*}
\psi(q, c)=\mathcal{R}(q) \prod_{\mu=1}^{n} \psi_{\mu}\left(q^{\mu}, c\right) \tag{261}
\end{equation*}
$$

Notice how the $\mathcal{R}$ factor does not depend on the constants $c$. Kalnins and Miller (1982a, 1983) gave an intrinsic characterization of $R$ separability for the Helmholtz equation (no potential term) using a set of commuting operators obeying appropriate conditions, while Chanu and Rastelli (2006) considered orthogonal coordinates and described conditions for $R$ separability for a single fixed value of $E$, which they called fixed energy $R$ separation (FER separation), and allowed for a larger number of classes of separable coordinates. In their definition the function $\psi$ in Eq. (261) depends on $2 n-1$ parameters $c_{I}=\left(c_{1}, \ldots, c_{2 n-1}\right)$ and satisfies the condition

$$
\begin{equation*}
\operatorname{rank}\left[\frac{\partial u_{\mu}}{\partial c_{I}} \frac{\partial v_{\mu}}{\partial c_{I}}\right]=2 n-1, \tag{262}
\end{equation*}
$$

where

$$
u_{\mu}=\frac{\psi_{\mu}^{\prime}}{\psi_{\mu}}, \quad v_{\mu}=\frac{\psi_{\mu}^{\prime \prime}}{\psi_{\mu}}
$$

Chanu and Rastelli showed that the coordinates allowing FER separation as above are necessarily orthogonal and conformally separable (Sec. III.B.4). In fact, they proved a theorem with necessary and sufficient conditions for FER separation. We first define the contracted Christoffel symbols

$$
\begin{equation*}
\Gamma^{\mu}:=g^{\rho \sigma} \Gamma_{\rho \sigma}^{\mu}, \quad \Gamma_{\mu}:=g_{\mu \nu} \Gamma^{\nu} . \tag{263}
\end{equation*}
$$

We also defined a conformal Stäckel metric as a metric $g$ for which there exists a function $\Lambda$ such that $\bar{g}^{\mu \mu}=g^{\mu \mu} / \Lambda$ (no sum) is a Stäckel metric, i.e., it corresponds to a row of the inverse of a Stäckel matrix $\theta_{\mu}^{(\nu)}$ (Sec. III.B.1). Last we define a pseudo-Stäckel factor as a function $f$ that can be written as $f=\sum_{\mu} \tilde{g}^{\mu \mu} \phi_{\mu}\left(q^{\mu}\right)$, where $\tilde{g}$ is a conformal Stäckel metric. In terms of these one has the following;

Theorem.-FER separation for the Schrödinger equation (254) holds if and only if (1) the coordinates are orthogonal, (2) the coordinates are conformally separable, (3) the function $\mathcal{R}$ is a solution of

$$
\begin{equation*}
\partial_{\mu} \ln \mathcal{R}=\frac{1}{2} \Gamma_{\mu} \tag{264}
\end{equation*}
$$

modulo separated factors, and (4) the function

$$
E-V+\frac{\hbar^{2}}{2} \frac{\Delta \mathcal{R}}{\mathcal{R}}
$$

is a pseudo-Stäckel factor for $g$.
From the theorem it follows that the metric

$$
\begin{equation*}
\bar{g}^{\mu \nu}=\frac{g^{\mu \nu}}{E-V+\left(\hbar^{2} / 2\right) \Delta \mathcal{R} / \mathcal{R}} \tag{265}
\end{equation*}
$$

is a Stäckel metric, associated with standard separation of variables. As such, the geodesic Hamilton-Jacobi equation for $\bar{g}$ is separable, and there exists a complete set of independent Killing tensors in involution, which for $g$ becomes conformal Killing tensors. This therefore is a necessary condition for $R$ separation. Another result of Chanu and Rastelli (2006) is that if the conditions of the theorem are realized for two different values of the energy $E_{1} \neq E_{2}$, then the same coordinates allow $R$ separation for all values of $E$.

## 2. Klein-Gordon equation for higher-dimensional rotating black holes

In this section we follow the special notation of Sec. V.B.2, including the suspension of the Einstein sum convention in relation to indices of type $\mu$ or $i$.

We have seen in Sec. V.B. 2 that Kerr-NUT-(A)dS black holes and their off-shell generalizations, the canonical metrics with a principal conformal Killing-Yano tensor, admit a tower of mutually commuting and independent rank-2 Killing tensors and Killing vectors. According to the theory discussed in Sec. III this implies that the Hamilton-Jacobi equation is separable. Also, since the Killing tensors are built as the square of Killing-Yano tensors, then the Robertson condition of Sec. VI.C. 1 is satisfied and the Schrödinger equation is reductively separable. Krtouš and Sergyeyev (2008) proved the reduced separability by explicitly constructing a set of commuting operators for the Schrödinger equation and showing that a reduced separated solution of the form (259) is a common eigenfunction for all of them. The operators are given by

$$
\begin{align*}
& \mathcal{L}^{(j)}=-i \hbar \xi^{(j) a} \nabla_{a}, \\
& \mathcal{K}^{(j)}=-\hbar^{2} \nabla_{a}\left(K^{(j) a b} \nabla_{b}\right) . \tag{266}
\end{align*}
$$

These operators are shown to mutually commute by an explicit calculation

$$
\begin{align*}
& {\left[\mathcal{L}^{(i)}, \mathcal{L}^{(j)}\right]=0,}  \tag{267}\\
& {\left[\mathcal{L}^{(i)}, \mathcal{K}^{(j)}\right]=0,}  \tag{268}\\
& {\left[\mathcal{K}^{(i)}, \mathcal{K}^{(j)}\right]=0 .} \tag{269}
\end{align*}
$$

A reduced separated solution is sought of the form

$$
\begin{equation*}
\psi=\prod_{\mu=1}^{N} \psi_{\mu}\left(x_{\mu}\right) \prod_{k=0}^{N+\epsilon-1} \exp \left(\frac{i}{\hbar} \Psi^{k} \psi_{k}\right) . \tag{270}
\end{equation*}
$$

This diagonalizes the mutually commuting operators

$$
\begin{align*}
\mathcal{L}^{(i)} \psi & =\Psi^{i} \psi, \\
\mathcal{K}^{(j)} \psi & =\Xi^{j} \psi, \tag{271}
\end{align*}
$$

if the functions $\psi_{\mu}$ satisfy the following set of ordinary differential equations:

$$
\begin{equation*}
\left(X_{\mu} \psi_{\mu}^{\prime}\right)^{\prime}+\epsilon \frac{X_{\mu}}{x_{\mu}} \psi_{\mu}^{\prime}+\frac{1}{\hbar^{2}}\left(\tilde{\Xi}_{\mu}\left(x_{\mu}\right)-\frac{\tilde{\Psi}_{\mu}^{2}\left(x_{\mu}\right)}{X_{\mu}}\right) \psi_{\mu}=0 \tag{272}
\end{equation*}
$$

where the functions $\tilde{\Psi}_{\mu}$ and $\tilde{\Xi}_{\mu}$ are defined by

$$
\begin{align*}
& \tilde{\Psi}_{\mu}=\sum_{k=0}^{N+\epsilon-1} \Psi_{k}\left(-x_{\mu}^{2}\right)^{N-1-k},  \tag{273}\\
& \tilde{\Xi}_{\mu}=\sum_{k=0}^{N+\epsilon-1} \Xi_{k}\left(-x_{\mu}^{2}\right)^{N-1-k} .
\end{align*}
$$

## D. Dirac equation

The Dirac equation was derived in 1928, and among its successes are the description of the relativistic hydrogen atom and the prediction of the existence of antiparticles. It is possible to study relativistic spin- $1 / 2$ particles on a curved background by writing the Dirac equation with a curved metric. With time, mainly inspired by unification theories such as the string or M theory and by cosmological models, people have studied extensions of the equation to dimensions higher than 4.

Hidden symmetries of the dynamics are found studying the Dirac equation in appropriate backgrounds, as seen in this section, and in its classical limit, the spinning particle, as seen in Sec. II.B.8. The key geometrical objects associated with hidden symmetries are conformal Killing-Yano tensors. This can be compared to the case of the classical Hamilton-Jacobi equations, the Schrödinger equation, and the Klein-Gordon equation, where the main objects playing a role are Killing vectors and rank-2 Killing-Stäckel tensors, as described in Secs. III, IV, and VI.C. With the special tensors one can build either conserved quantities in the classical theory or symmetry operators in the quantum mechanical one. For the Dirac equation there is as yet no complete theory of the separation of variables. There is a clear picture for what concerns symmetry operators of first order in the derivatives, and several important known examples fit into this case, such as the Dirac equation in the Kerr metric, the higher-dimensional Kerr-NUT-(A)dS metrics, or the Eisenhart-Duval lift metrics discussed in this section. Open avenues for future research are the description of symmetry operators of order higher than 1 in the derivatives for the Dirac operator and the construction of a theory of separation of variables.

## 1. Gamma matrices and differential forms

The typical objects that appear in the theory of symmetry operators of the Dirac equation are commutators and anticommutators of Clifford bundle-valued differential operators. Analyzing such objects using explicit index tensor calculus leads to long and complicated formulas. A natural formalism that allows for practical symbolic calculations is instead one
which identifies sections of the Clifford bundle with differential forms (Benn and Tucker, 1987). Then operations of commutation and anticommutation can be translated into the language of differential forms. Also, the properties of conformal Killing-Yano tensors, which are originally defined as differential forms, automatically lift to those of appropriate differential operators defined on the Clifford bundle.

We use the following conventions. The base spacetime is a pseudo-Riemannian spin manifold $M$ of dimension $n$ with metric $g_{\mu \nu}$ and local coordinates $\left\{x^{\mu}\right\}$. We use lowercase Greek indices to denote components of spacetime tensors, associated with general diffeomorphism transformations, and lowercase Latin indices to denote components associated with $S O(m, n-m)$ transformations, where $m \geq 0$. The Clifford bundle has fibers with a Clifford algebra generated by the gamma matrices $\gamma^{\mu}$ : these connect the Clifford bundle with the tangent space. The gamma matrices satisfy

$$
\begin{equation*}
\gamma^{\mu} \gamma^{\nu}+\gamma^{\nu} \gamma^{\mu}=2 g^{\mu \nu} \tag{274}
\end{equation*}
$$

Using this relation any element $\not \varnothing$ of the Clifford algebra can be reduced to a sum of antisymmetric products $\gamma^{\mu_{1} \cdots \mu_{p}}:=\gamma^{\left[\mu_{1}\right.} \cdots \gamma^{\left.\mu_{p}\right]}$ :

$$
\begin{equation*}
\alpha=\sum_{p} \frac{1}{p!} \alpha_{\mu_{1} \cdots \mu_{p}}^{(p)} \gamma^{\mu_{1} \cdots \mu_{p}} . \tag{275}
\end{equation*}
$$

The coefficients are given by antisymmetric forms $\alpha_{\mu_{1} \ldots \mu_{p}}^{(p)} \in \Omega^{(p)}(\mathcal{M})$, the rank- $p$ exterior bundle, giving a unique representation. We therefore have an isomorphism $\gamma_{*}$ of the Clifford bundle with the exterior algebra $\Omega(\mathcal{M})=\bigoplus_{p=0}^{n} \Omega^{p}(\mathcal{M}) \quad$ of inhomogeneous antisymmetric forms $\neq \gamma_{*} \alpha$, where $\alpha=\sum_{p} \alpha^{(p)}$ is an inhomogeneous form. We typically write $\alpha$ instead of $\not \alpha$ to describe an element of the Clifford algebra every time the context is not ambiguous.

The metric musical isomorphism allows raising and lowering: if $\omega$ is a 1 -form and $V$ a vector, we denote the corresponding vector and 1 -form as $\omega^{\sharp}$ and $V^{b}$, respectively, with the natural extension to higher rank tensors.

We remind the reader that we defined the wedge product between forms in Eq. (2) and the hook operation in Eq. (12).

We can decompose a product of any two rank- $p$ and rank- $q$ gamma matrices $\gamma^{\mu_{1} \cdots \mu_{p}}$ and $\gamma^{\nu_{1} \cdots \nu_{q}}$ over single gamma matrices by using the Clifford algebra relation (274). In terms of a product of forms, for $\alpha \in \Omega^{p}(\mathcal{M}), \beta \in \Omega^{q}(\mathcal{M})$ Clifford bundle forms, with $p \leq q$, the Clifford product is explicitly written as

$$
\begin{equation*}
\alpha \beta=\sum_{m=0}^{p} \frac{(-1)^{m(p-m)+[m / 2]}}{m!} \alpha \wedge \beta . \tag{276}
\end{equation*}
$$

$\wedge_{m}$ is a contraction operator that is defined by recursion:

$$
\begin{align*}
& \alpha \underset{0}{\wedge} \beta=\alpha \wedge \beta \\
& \alpha \underset{k}{\wedge} \beta=\left(X_{a\lrcorner} \alpha\right) \underset{k-1}{\wedge}\left(X^{a}{ }_{\lrcorner} \beta\right) \quad(k \geq 1)  \tag{277}\\
& \alpha \underset{k}{\wedge} \beta=0 \quad(k<0)
\end{align*}
$$

In Eq. (277) the $X^{a}$ vectors are an orthonormal basis defined as follows. Given a set of $n$ beins $\left\{e_{\mu}^{a}\right\}$, we can build $n 1$-forms $e^{a}=e_{\mu}^{a} d x^{\mu}$, with $X^{a}=\left(e^{a}\right)^{\sharp}$ a dual vector basis. The $e^{a}$ are mapped under $\gamma_{*}$ to a set of matrices that satisfy an equation analog to Eq. (274) but with the flat metric $\eta^{a b}$ instead of $g^{\mu \nu}$. The coefficients $e_{\mu}^{a}$ or their inverse $E_{a}^{\mu}$ act as transformation matrices to exchange curved spacetime indices with flat locally freely falling ones.

We lift the covariant derivative on $\Omega(\mathcal{M})$ to one on $\gamma_{*}(\Omega(\mathcal{M}))$ with the following definition for any $\alpha$ in the Clifford bundle:

$$
\begin{equation*}
\nabla_{a} \alpha=\partial_{a} \alpha-\omega_{a} \wedge \alpha, \tag{278}
\end{equation*}
$$

where $\partial_{a} \alpha=X_{a}[\alpha]=E_{a}^{\mu} \partial_{\mu} \alpha, \omega_{a}$ is the connection 2-form $\omega_{a}=(1 / 2) \omega_{a b c} e^{b} \wedge e^{c}$, and $\omega_{a b c}$ are the components of the spin connection.

If we treat the forms $\left\{e^{a}\right\}$ as a single object defined on $\operatorname{Cliff}(\mathcal{M}) \times T(\mathcal{M})$ with an $S O(n)$ vector index, then its full covariant derivative is zero:

$$
\begin{equation*}
\nabla_{a} e^{b}=\partial_{a} e^{b}+\omega_{a}{ }^{b}{ }_{c} e^{c}-\omega_{a} \wedge e^{b}=0 . \tag{279}
\end{equation*}
$$

Finally we introduce the parity operator that acts on an inhomogeneous form $\alpha=\sum_{p} \alpha^{(p)}$ as

$$
\begin{equation*}
\eta \alpha=\sum_{p=0}(-1)^{p} \alpha^{(p)} \tag{280}
\end{equation*}
$$

In this formalism the Dirac operator is written as $D \equiv e^{a} \nabla_{a}=$ $\nabla_{a} e^{a}$, the exterior derivative acting on forms $d=e^{a} \wedge \nabla_{a}=$ $\nabla_{a} e^{a} \wedge$, and the codifferential $\left.\delta=-X^{a}{ }_{\lrcorner} \nabla_{a}=-\nabla_{a} X^{a}\right\lrcorner$.

## 2. Linear symmetry operators

Given a local differential operator such as the Dirac operator $D$, an $R$ commuting operator $S$ is an operator that satisfies

$$
\begin{equation*}
D S=R D \tag{281}
\end{equation*}
$$

for some operator $R$. These operators transform solutions of $D \psi=0$ into solutions: given $\psi^{\prime}=S \psi$, this satisfies $D \psi^{\prime}=D S \psi=R D \psi=0$, so that $\psi^{\prime}$ is also a solution. In particular, commuting operators are important, as their eigenvalues yield quantum numbers characterizing the solution, analogs of constants of motion.

First-order symmetry operators for the Dirac equations are well known. They have been described in arbitrary dimension and signature (Carter and Mclenaghan, 1979; Mclenaghan and Spindel, 1979; Kamran and Mclenaghan, 1984; Benn and Charlton, 1997b; Benn and Kress, 2004). However, in general first-order symmetry operators are not sufficient to describe separability. Fels and Kamran (1990) have shown that there
exist systems with a separable Dirac equation that is explained by symmetry operators of the order higher than 1 . There exist cases where second-order symmetry operators have been built; see Carignano et al. (2011), and references therein. Nevertheless, there is no general construction that is known for arbitrary dimension, nor are necessary and sufficient conditions for separability known.

As seen in Sec. II.A. 3 Killing-Yano tensors are special forms satisfying Eq. (27). The equations generalize to the case of inhomogeneous forms. $R$-symmetry operators of the massless Dirac operator that are first order in derivatives can be written uniquely in terms of conformal Killing-Yano forms, independently of the dimension $n$ or the signature, as shown by Benn and Charlton (1997b) and Benn and Kress (2004). The generic form of these operators is

$$
\begin{equation*}
S=S_{h}+\alpha D \tag{282}
\end{equation*}
$$

where $\alpha$ is an arbitrary inhomogeneous form, representing the freedom to add an operator proportional to $D$, while $S_{h}$ is given by

$$
\begin{equation*}
S_{h}=X^{a}{ }_{\lrcorner} h \nabla_{a}+\frac{\pi-1}{2 \pi} d h-\frac{n-\pi-1}{2(n-\pi)} \delta h, \tag{283}
\end{equation*}
$$

with $h$ being an inhomogeneous conformal Killing-Yano form $h$ obeying Eq. (27). $\pi$ is the degree operator defined in Sec. II.A.3.

In the special case of strict commutation, the operator $S$ splits into the Clifford even and Clifford odd parts (Cariglia, Krtouš, and Kubizňák, 2011a)

$$
\begin{equation*}
S=S_{e}+S_{o} \tag{284}
\end{equation*}
$$

where

$$
\begin{gather*}
S_{e}=K_{h_{\mathrm{o}}} \equiv X^{a}{ }_{\lrcorner} h_{o} \nabla_{a}+\frac{\pi-1}{2 \pi} d h_{o},  \tag{285}\\
S_{o}=M_{h_{\mathrm{e}}} \equiv e^{a} \wedge h_{e} \nabla_{a}-\frac{n-\pi-1}{2(n-\pi)} \delta h_{e}, \tag{286}
\end{gather*}
$$

where $h_{o}$ is an odd Killing-Yano form and $h_{e}$ is an even closed conformal Killing-Yano form.

## 3. Separability in Kerr-NUT-(A)dS metrics

Especially interesting is the case when one has a complete set of mutually commuting operators and their common eigenfunctions can be found by separating variables. The corresponding eigenvalues then completely characterize the separated solution and play the role of separation constants.

One nontrivial example is given by the higher-dimensional Kerr-NUT-(A)dS black hole metrics of Sec. V.B.2, where the Dirac equation is separable (Oota and Yasui, 2008) and the separability is fully accounted for by a complete set of linear symmetry operators that are mutually commuting and admit common separable spinorial eigenfunctions.

In this background there exist $N+\varepsilon$ Killing vectors $\xi^{(0)}, \ldots, \xi^{(N-1+\varepsilon)}$ and $N$ closed conformal Killing-Yano forms $h^{(j)}$. We associate with them operators $K_{\xi^{(0)}}, \ldots, K_{\xi^{(N-1+\varepsilon)}}$ and,
respectively, $\quad M_{h^{(1)}}, \ldots, M_{h^{(N-1)}}$. Using the results of Sec. VI.D. 2 we know that each of these commutes with the Dirac operator $D$. Cariglia, Krtouš, and Kubizňák (2011a) showed that all the operators are mutually commuting. Therefore, they can be simultaneously diagonalized and it is possible to construct common spinorial eigenfunctions. The solution to the eigenvalue problem,

$$
\begin{equation*}
K_{\xi^{(k)}} \chi=i \Psi_{k} \chi, \quad M_{j} \chi=m_{j} \chi \tag{287}
\end{equation*}
$$

can be found in the tensorial $R$-separated form (Cariglia, Krtouš, and Kubizňák, 2011b)

$$
\begin{equation*}
\chi=R \exp \left(i \sum_{k} \Psi_{k} \psi_{k}\right) \bigotimes_{\nu} \chi_{\nu} \tag{288}
\end{equation*}
$$

where $\left\{\chi_{\nu}\right\}$ is an $N$-tuple of two-dimensional spinors and $R$ is a Clifford bundle-valued prefactor. $\chi_{\nu}$ is a function of the variable $x_{\nu}, \chi_{\nu}=\chi_{\nu}\left(x_{\nu}\right)$, and satisfies

$$
\begin{align*}
& {\left[\left(\frac{d}{d x_{\nu}}+\frac{X_{\nu}^{\prime}}{4 X_{\nu}}+\frac{\tilde{\Psi}_{\nu}}{X_{\nu}} l_{\langle\nu\rangle}+\frac{\varepsilon}{2 x_{\nu}}\right) \sigma_{\langle\nu\rangle}\right.} \\
& \left.\quad-\frac{\left(-l_{\langle\nu\rangle}\right)^{N-\nu}}{\sqrt{\left|X_{\nu}\right|}}\left(\varepsilon \frac{i \sqrt{-c}}{2 x_{\nu}^{2}}+m_{\nu}\right)\right] \chi_{\nu}=0, \tag{289}
\end{align*}
$$

where

$$
\begin{equation*}
\tilde{\Psi}_{\mu}=\sum_{k} \Psi_{k}\left(-x_{\mu}^{2}\right)^{N-1-k} \tag{290}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{\nu}=\sum_{j}(-i)^{j} m_{j}\left(-l\langle\nu\rangle x_{\nu}\right)^{N-1-j} \tag{291}
\end{equation*}
$$

$l_{\langle\nu\rangle}$ is an operator acting only the 2 -spinor $\chi_{\nu}$ as a $\sigma_{3}$ Pauli matrix, and $\sigma_{\langle\nu\rangle}$ acts similarly as a $\sigma_{1}$ matrix.

The common eigenspinor (288) is the solution given by Oota and Yasui (2008) that was found with a direct calculation that proved separability. The eigenvalues $\Psi_{k}$ and $m_{j}$ are mapped into the arbitrary integration constants found there. A similar construction holds for weakly charged rotating black holes (Cariglia et al., 2013a).

## 4. Fluxes

In some cases of physical interest the Dirac operator gets modified by the inclusion of flux terms. Typically this happens in backgrounds with scalar potential, including the massive Dirac equation, backgrounds with electromagnetic fields, torsion, or higher order forms in supergravity and superstring related geometries. It is still possible to study operators that $R$ commute with the modified Dirac operator (Kubizňák, Warnick, and Krtouš, 2011), or that graded commute with it (Açik et al., 2009). Here we focus our attention on the solution generating the $R$-commuting case. One interesting feature arising is that, different from the cases discussed so far with no flux, where the existence of conformal Killing-Yano tensors guarantees having linear $R$-commuting operators, in
the presence of flux anomalies can appear. This means that even if special tensors exist that satisfy a modified conformal Killing-Yano equation with flux, in general these will not generate linear $R$-commuting operators unless they satisfy an additional set of constraints.

When fluxes are present they can be represented by an inhomogeneous form $B$. Then the Dirac operator with flux is written as

$$
\begin{equation*}
\mathcal{D}=D+B \tag{292}
\end{equation*}
$$

We define a bracket operator on forms and on the Clifford bundle by setting

$$
\begin{equation*}
\{\alpha, \beta\} \equiv \alpha \beta-(-1)^{q} \beta \alpha \tag{293}
\end{equation*}
$$

for a $p$ form $\beta$ and a $q$ form $\alpha$. Then an $R$-commuting operator $S$ satisfies

$$
\begin{equation*}
\{\mathcal{D}, S\}=R \mathcal{D} \tag{294}
\end{equation*}
$$

for some operator $R$. As before, there is the freedom to add a term $\alpha \mathcal{D}$, which has the result of at most changing the operator $R$. We follow the argument of Benn and Kress (2004) to construct the generic symmetry operator of $\mathcal{D}$ : we look for a special operator $S$,

$$
\begin{equation*}
S=2 h^{a} \nabla_{a}+\Omega \tag{295}
\end{equation*}
$$

where $h^{a}$ and $\Omega$ are for now unknown inhomogenous forms. We ask that $S$ satisfy Eq. (294), with $R$ an inhomogeneous form.

First, one finds that $h^{a}$ can be generated from an inhomogeneous form $h$ via

$$
\begin{equation*}
h^{a}=X^{a}{ }_{\lrcorner} h, \tag{296}
\end{equation*}
$$

where the form $h$ satisfies the generalized conformal KillingYano equation

$$
\begin{equation*}
\nabla_{a} h-\frac{1}{\pi+1} X_{a\lrcorner} d h+\frac{1}{n-\pi+1} e_{a} \wedge \delta h+\left\{B, \omega_{a}\right\}_{\perp}=0 . \tag{297}
\end{equation*}
$$

Here $(\cdot)_{\perp}$ is the following projector operator for inhomogeneous forms:

$$
\begin{align*}
\left(\alpha_{a}\right)_{\perp} \equiv & \left.\alpha_{a}-\frac{1}{\pi+1} X_{a}\right\lrcorner\left(e^{b} \wedge \alpha_{b}\right) \\
& \left.-\frac{1}{n-\pi+1} e_{a} \wedge\left(X^{a}\right\lrcorner \alpha_{a}\right) \tag{298}
\end{align*}
$$

which satisfies $\left.e^{a} \wedge\left(\alpha_{a}\right)_{\perp}=0=X^{a}\right\lrcorner\left(\alpha_{a}\right)_{\perp}$.
Second, the $\Omega$ term in Eq. (295) is given by

$$
\begin{align*}
\Omega= & \left.\frac{\pi-1}{\pi} d h-\frac{n-\pi-1}{n-\pi} \delta h-\frac{1}{n-\pi} X^{a}\right\lrcorner\left\{B, h_{a}\right\} \\
& -\frac{1}{\pi} e^{a} \wedge\left\{B, h_{a}\right\}+f+\epsilon, \tag{299}
\end{align*}
$$

where $f$ and $\epsilon$ are an arbitrary 0 -form and, respectively, $n$ form. $R$ is given by

$$
\begin{equation*}
\left.R=-\frac{2 \eta}{n-\pi} \delta h+\frac{2 \eta}{n-\pi} X^{a}\right\lrcorner\left\{B, h_{a}\right\}-2 \eta \epsilon, \tag{300}
\end{equation*}
$$

with $\eta$ being the parity operator defined in Eq. (280). In general it is not sufficient that $h$ satisfies Eq. (297) to generate an $R$-symmetry operator $S$ as given by Eq. (295). There is one last condition to be satisfied:

$$
\begin{align*}
& \left.\delta\left(\frac{1}{n-\pi} X^{a}\right\lrcorner\left\{B, h_{a}\right\}\right)-d\left(\frac{1}{\pi} e^{a} \wedge\left\{B, h_{a}\right\}\right)-\nabla^{a}\left\{B, h_{a}\right\} \\
& \quad+\{B, \Omega\}-2\left(\eta h^{a}\right) \nabla_{a} B-R B+d f-\delta \epsilon=0 \tag{301}
\end{align*}
$$

This condition does not exist in the case of zero flux, the conformal Killing-Yano equation being sufficient in that case. For this reason Eq. (301) is sometimes referred to as an absence of anomalies for a generalized conformal KillingYano tensor to produce an $R$-commuting operator in the presence of flux.

One may choose the forms $f$ and $\epsilon$ to simplify the anomalies. We give a number of examples.

The first example is the Dirac equation with potential, setting $B=i V$. One gets the conditions

$$
\begin{equation*}
\left\{V, h_{a}\right\}=2 X_{a\lrcorner}\left(V h_{e}\right), \quad\left\{V, h_{a}\right\}_{\perp}=0 \tag{302}
\end{equation*}
$$

where $h_{e}$ is the even part of $h$. Then $h$ obeys a conformal Killing-Yano equation with no flux. Fixing $f=0=\epsilon$ the anomaly condition is

$$
\begin{equation*}
-2 e^{a} \nabla_{a}\left(V h_{e}\right)+2 V \Omega_{o}-2\left(\eta h^{a}\right) \nabla_{a} V+\frac{2 \eta}{n-\pi} \delta h V=0 \tag{303}
\end{equation*}
$$

There are two interesting specific cases: (i) $h$ is odd, $h=h_{o}$, and (ii) $h$ is even, $h=h_{e}$. If $h$ is odd Eq. (303) becomes

$$
\begin{equation*}
\left.(d V)^{\sharp}\right\lrcorner h-\frac{V}{n-\pi} \delta h=0 . \tag{304}
\end{equation*}
$$

For example, when $V=m=$ const then it must be $\delta h=0$. If $h$ is even Eq. (303) becomes

$$
\begin{equation*}
d V \wedge h+\frac{V}{\pi} d h=0 \tag{305}
\end{equation*}
$$

and when $V=m$ it must be $d h=0$. It is known that symmetry operators of the massive Dirac equation are given in terms of Killing-Yano tensors of odd rank or in terms of closed conformal Killing-Yano tensors of even rank (Benn and Charlton, 1997a).

The second example we consider is when $h$ is a 1 -form. In this case Eq. (297) becomes a conformal Killing vector equation. The anomaly condition (301) with $f=0=\epsilon$ becomes

$$
\begin{equation*}
\mathcal{L}_{h^{\sharp}} B=-\frac{\delta h}{n}(\pi-1) B . \tag{306}
\end{equation*}
$$

This is equivalent to invariance under the conformal symmetry generated by $h^{\#}$ of the action

$$
\begin{equation*}
S=\int(\bar{\psi} D \psi+\bar{\psi} B \psi) d^{n} q \tag{307}
\end{equation*}
$$

which gives rise to the modified Dirac equation.
The last example is given by $U(1)$ and 3 -form fields. If the Dirac spinor is coupled to a skew-symmetric torsion and a $U(1)$ field then we can take

$$
\begin{equation*}
B=i A-\frac{1}{4} T \tag{308}
\end{equation*}
$$

where $A$ is a 1 -form and $T$ is a 3 -form. As mentioned in Sec. V.C.1, specifically Eq. (214), the factor of $-1 / 4$ arises naturally if we want to interpret $T$ as the torsion tensor of the covariant derivative $\nabla^{T}=\nabla+T$, where $\nabla$ is the Levi-Cività connection.

In general the connection with torsion will act on forms as

$$
\begin{equation*}
\left.\nabla_{a}^{T} \alpha=\nabla_{a} \alpha+\frac{1}{2}\left(X_{a}\right\lrcorner T\right) \wedge \underset{1}{\wedge} \tag{309}
\end{equation*}
$$

One can associate with it the following two operations:

$$
\begin{align*}
& \left.\delta^{T} \alpha=-X^{a}\right\lrcorner \nabla_{a}^{T} \alpha=\delta \alpha-\frac{1}{2} T \wedge_{2}^{\wedge} \alpha, \\
& d^{T} \alpha=e^{a} \wedge \nabla_{a}^{T} \alpha=d \alpha-T \wedge_{1}^{\wedge} \alpha . \tag{310}
\end{align*}
$$

The generalized conformal Killing-Yano equation (297) becomes

$$
\begin{equation*}
\nabla_{a}^{T} h-\frac{1}{\pi+1} X_{a\lrcorner} d^{T} h+\frac{1}{n-\pi+1} e_{a} \wedge \delta^{T} h=0 \tag{311}
\end{equation*}
$$

and each $p$-form component of $h$ has to satisfy the equation separately. This equation was originally introduced by Kubizňák, Kunduri, and Yasui (2009). The $\Omega$ and $R$ forms are given by

$$
\begin{align*}
\Omega= & \frac{\pi-1}{\pi} d h-\frac{n-\pi-1}{n-\pi} \delta^{T} h+2 i A \wedge_{1} h \\
& +\frac{2-\pi}{2 \pi} T \wedge_{1} h-\frac{1}{2} T \wedge_{2} h+\frac{1}{12} T \wedge_{3} h+f+\epsilon,  \tag{312}\\
R= & -\frac{2 \eta}{n-\pi} \delta^{T} h-2 \eta \epsilon,
\end{align*}
$$

and $S$ by

$$
\begin{align*}
S= & \left.2 X^{a}\right\lrcorner h \nabla_{a}+\frac{\pi-1}{\pi} d h+2 i A \wedge_{1}^{\wedge} h \\
& +\frac{2-\pi}{2 \pi} T \wedge_{1} h-\frac{1}{2} T \wedge_{2} h+\frac{1}{12} T \wedge_{3} h+f \tag{313}
\end{align*}
$$

which is the symmetry operator derived by Houri et al. (2010c), up to the arbitrary 0 -form $f$ and in the case when $A=0$.

The anomaly condition (301) can be reexpressed in the form

$$
\begin{equation*}
2 i(d A) \underset{1}{\wedge} h+A^{(\mathrm{cl})}+A^{(q)}-d f+\delta \epsilon=0 \tag{314}
\end{equation*}
$$

where

$$
\begin{align*}
A^{(\mathrm{cl})}= & \frac{1}{\pi-1} d\left(d^{T} h\right)-\frac{1}{2} d T \wedge_{1}^{\wedge} h \\
& -\frac{1}{n-\pi+3} T \wedge \delta^{T} h,  \tag{315}\\
A^{(q)}= & \frac{1}{n-\pi-1} \delta\left(\delta^{T} h\right)-\frac{1}{6(\pi+3)} T \wedge_{3} d^{T} h \\
+ & \frac{1}{12} d T \wedge_{3} h, \tag{316}
\end{align*}
$$

where one can recognize the "quantum" and "classical" anomalies discussed by Houri et al. (2010c). It is worth noting that the $A$ and torsion anomalies are not coupled. If $h$ is a homogeneous form of rank $p$ then the first three terms in Eq. (314) are of rank $p, p+2$, and, respectively, $p-2$ : so each must be zero independently. Some of these terms might be further simplified using the freedom of the $f$ and $\epsilon$ terms. When $T=0$ this equation has been discussed by Açik et al. (2009), and when $A=0$ by Houri et al. (2010c).

There are two main examples in the literature of generalized closed conformal Killing-Yano tensors that satisfy the anomaly equation. One is the generalized closed conformal Killing-Yano tensor, with torsion given by the 3-form flux $H$ (Houri et al., 2010b), in Kerr-Sen black hole spacetimes in generic dimension: it satisfies the anomaly equation with $f=$ $0=\epsilon$ (Sen, 1992; Cvetič and Youm, 1996; Chow, 2008). The other is minimal five-dimensional supergravity, with the torsion identified with the dual of the Maxwell field $T=* F / \sqrt{3}$, for the most general black hole solution (Chong, Cvetič et al., 2005): in this case one has to choose $\epsilon=0$ and

$$
f=-\frac{1}{12} T \underset{3}{\wedge} h
$$

(Kubizňák, Kunduri, and Yasui, 2009). One can also recover the symmetry operator

$$
\begin{equation*}
S=2 X^{a}{ }_{\lrcorner} h \nabla_{a}+\frac{3}{4} d h+2 i A \wedge_{1}^{\wedge} h \tag{317}
\end{equation*}
$$

for the massive minimally coupled Dirac equation with torsion obtained by Wu (2009b) noticing that $T \underset{1}{\wedge} h=0=T \underset{2}{\wedge} h$.

More examples with a 5-form and 7-form are discussed by Kubizňák, Warnick, and Krtouš (2011).

## 5. Lift and reduction for Eisenhart-Duval metrics

In this section we discuss the main features of the lift and reduction procedure for solutions of the Dirac equation in Eisenhart-Duval metrics. We use the notation introduced in Sec. IV.

The Eisenhart-Duval lift allows relating the massive Schrödinger equation in Riemannian $d$-dimensional spacetime $\mathcal{M}$ to the massless free Klein-Gordon equation in $(n+2)$ dimensional Lorentzian Eisenhart-Duval spacetime $\hat{\mathcal{M}}$ by
projecting on the base space; see, for example, Horváthy and Zhang (2009). Similarly, dimensional reduction of the massless Dirac equation on $\hat{\mathcal{M}}$ can be put in correspondence with the Lévy-Leblond equation (Lévy-Leblond, 1967), its nonrelativistic counterpart on $\mathcal{M}$. Duval, Horváthy, and Palla (1996) derived the Lévy-Leblond equation from a lightlike reduction from four and five dimensions.

In order to set up the relationship, we examine how to relate spinorial quantities on $\mathcal{M}$ and $\hat{\mathcal{M}}$. Spinors on $\mathcal{M}$ have dimension $2^{[n / 2]}$, while spinors on $\hat{\mathcal{M}}$ have dimension $2^{[(n+2) / 2]}=2 \cdot 2^{[n / 2]}$. We introduce the Pauli matrices

$$
\sigma_{1} \equiv\left(\begin{array}{cc}
0 & 1  \tag{318}\\
1 & 0
\end{array}\right), \quad \sigma_{2} \equiv\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right), \quad \sigma_{3} \equiv\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

and define $\sigma^{ \pm}=\left(\sigma_{1} \pm i \sigma_{2}\right) / 2$. These satisfy $\left(\sigma^{ \pm}\right)^{2}=0$ and $\left\{\sigma^{+}, \sigma^{-}\right\}=\mathbb{\square}$.

Now we can relate the gamma matrices for $\mathcal{M}, \gamma^{a}$, with those on $\hat{\mathcal{M}}, \hat{\gamma}^{A}$, using the following representation:

$$
\begin{equation*}
\hat{\gamma}^{+}=\sigma^{+} \otimes \mathbb{\square}, \quad \hat{\gamma}^{-}=\sigma^{-} \otimes \mathbb{\square}, \quad \hat{\gamma}^{a}=\sigma_{3} \otimes \gamma^{a} \tag{319}
\end{equation*}
$$

Covariant derivatives of a spinor $\hat{\psi}$ on $\hat{\mathcal{M}}$ can be written in terms of quantities defined on $\mathcal{M}$ using the explicit form of the spin connection (150):

$$
\begin{align*}
\hat{\nabla}_{-} & =\partial_{v} \\
\hat{\nabla}_{+} & =\left(\frac{V}{m} \partial_{v}+\partial_{t}\right)-\frac{1}{2 m} \hat{\gamma}^{+} d V-\frac{e}{4 m} F, \\
\hat{\nabla}_{a} & =\nabla_{a}-\frac{e}{m} A_{a} \partial_{v}+\frac{e}{4 m} \hat{\gamma}^{+} \hat{\gamma}^{b} F_{b a} \tag{320}
\end{align*}
$$

This allows expressing the Dirac operator on $\hat{\mathcal{M}}$ as

$$
\begin{align*}
\hat{D}= & \hat{\gamma}^{A} \hat{\nabla}_{A}=\hat{\gamma}^{-} \partial_{v}+\hat{\gamma}^{+}\left(\frac{V}{m} \partial_{v}+\partial_{t}+\frac{e}{4 m} F\right) \\
& +\hat{\gamma}^{a}\left(\nabla_{a}-\frac{e}{m} A_{a} \partial_{v}\right) \tag{321}
\end{align*}
$$

The symmetry operators of Eq. (283) for a Killing vector $\hat{K}$ are given by

$$
\begin{equation*}
\hat{S}_{\hat{K}}=\hat{\nabla}_{\hat{K}}+\frac{1}{4} \hat{d} \hat{K} \tag{322}
\end{equation*}
$$

In the specific case of the two Killing vectors $\hat{X}^{+}$and $\hat{X}^{-}-(V / m) \hat{X}^{+}$they take the form

$$
\begin{equation*}
K_{\hat{X}^{+}}=\partial_{v} \tag{323}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{\left[\hat{X}^{-}-(V / m) \hat{X}^{+}\right]}=\partial_{t} \tag{324}
\end{equation*}
$$

Since they both commute with the Dirac operator $\hat{D}$ on $\hat{\mathcal{M}}$, then one can ask that solutions $\hat{\psi}$ on $\hat{\mathcal{M}}$ of $\hat{D} \hat{\psi}=0$ are eigenspinors of the two operators. However, for the purpose of
recovering the Lévy-Leblond equation it is sufficient to consider the less restrictive condition of $\hat{\psi}$ being an eigenspinor only of $K_{\hat{X}^{+}}$:

$$
\begin{equation*}
\partial_{v} \hat{\psi}=i m \hat{\psi} . \tag{325}
\end{equation*}
$$

Choosing the im eigenvalue reduces the action of the Dirac operator to

$$
\begin{equation*}
\hat{D}=i m \hat{\gamma}^{-}+\hat{\gamma}^{+}\left[i V+\partial_{t}+\frac{e}{4 m} F\right]+\hat{\gamma}^{a} \mathcal{D}_{a} \tag{326}
\end{equation*}
$$

where $\mathcal{D}_{a}=\nabla_{a}-i e A_{a}$ is the $U(1)$ covariant spinor derivative on $\mathcal{M}$, and $\mathcal{D}=\Gamma^{a} \mathcal{D}_{a}$ represents the Dirac operator on $\mathcal{M}$ with $A$ flux.

One can decompose a spinor $\hat{\psi}$ on $\hat{\mathcal{M}}$ following the gamma matrices representation (319):

$$
\begin{equation*}
\hat{\psi}=\binom{\chi_{1}}{\chi_{2}} \tag{327}
\end{equation*}
$$

where $\chi_{1}$ and $\chi_{2}$ are spinors on $\mathcal{M}$. Finally, the massless Dirac equation on $\hat{\mathcal{M}}, \hat{D} \hat{\psi}=0$, decomposes into the two equations

$$
\begin{equation*}
\partial_{t} \chi_{2}+\mathcal{O} \chi_{2}+\mathcal{D} \chi_{1}=0, \quad i m \chi_{1}-\mathcal{D} \chi_{2}=0 \tag{328}
\end{equation*}
$$

where the operator $\mathcal{O}$ is given by $\mathcal{O}=i V+(e / 4 m) F$. In this way one obtains the nonrelativistic Lévy-Leblond equation for a particle of mass $\tilde{m}=m / 2$, in curved space, with scalar and vector potentials and with an additional term $(e / 4 m) F$. This extra term induces an anomalous gyromagnetic factor $g=3 / 2$ and was not present in the original work by Lévy-Leblond. Therefore the Eisenhart-Duval metric allows a geometrical derivation of the Lévy-Leblond equation. This is ultimately possible since it is possible to embed the Bargmann group (the central extension of the Galilei group that leaves invariant the Schrödinger equation and the Lévy-Leblond equation) in the de Sitter group $O(1, n+1)$ (Duval et al., 1985).

While it is always possible to dimensionally reduce the Dirac equation on $\hat{\mathcal{M}}$ to the Lévy-Leblond equation on $\mathcal{M}$, sometimes it is possible through reduction to obtain a fully relativistic Dirac equation on $\mathcal{M}$. To do this it is necessary to ask that $\partial_{t} \hat{\psi}=0$ in addition to Eq. (325), and the nontrivial projection

$$
\begin{equation*}
i V \chi_{1}=\mathcal{O} \chi_{2} \tag{329}
\end{equation*}
$$

This projection will be satisfied only for specific combinations of $V$ and $F$. For what concerns hidden symmetry operators, from the lift point of view there exist symmetry operators on $\mathcal{M}$ generated by conformal Killing-Yano tensors that cannot be lifted on $\hat{\mathcal{M}}$. From the point of view of reduction instead there are Killing-Yano and closed conformal Killing-Yano forms on $\hat{\mathcal{M}}$ that arise as lifts of Killing-Yano and closed conformal Killing-Yano forms on $\mathcal{M}$, but such that their corresponding symmetry operators cannot be dimensionally reduced. These Killing-Yano and closed conformal KillingYano forms are exactly those that in lower dimension would generate anomalous symmetry operators. In the remaining cases it is possible to establish a correspondence between
symmetry operators on $\mathcal{M}$ and $\hat{\mathcal{M}}$. More details and explicit formulas can be found in Cariglia (2012).

## VII. GEODESICS ON LIE GROUPS

In this section we describe a relatively new framework where hidden symmetries of the dynamics have been applied, that of Lie groups. Lie groups naturally have a rich geometrical structure and therefore dynamical systems associated with them provide good candidates for the study of hidden symmetries. Nevertheless, to our knowledge the study of such systems has started only recently: Barberis, Dotti, and Santillán (2012) studied the Killing-Yano equation on a number of Lie groups with a left-invariant metric, while Cariglia and Gibbons (2014) analyzed the Toda chain which can be described as geodesic motion on a Lie group, and for which a generalized Eisenhart lift metric, as described in Sec. IV.B, naturally arises.

In this section we describe the Toda chain result. A brief historical digression can help to understand where this analysis fits. It is a known result by Olshanetsky and Perelomov $(1981,1983)$ that there exist a number of physical systems describing $n$ interacting particles on a line that are integrable both classically and quantum mechanically. Some of these systems involve pairwise interaction via a potential $V(q)$ of the following five types: $V_{1}=1 / q^{2}, V_{2}=1 / \sinh ^{2} q$, $V_{3}=1 / \sin ^{2} q, \quad V_{4}=\wp(q)$, and $V_{5}=1 / q^{2}+\omega^{2} q^{2}$, where $\wp(q)$ is the Weierstrass elliptic function, and $q$ is the relative distance. The first three potentials therefore are special cases of the fourth, as similarly the fifth potential includes the first. Separately, the Toda chain is considered which is made by particles interacting only with the nearest neighbor via an exponential potential $V=\exp (q)$. For all the potentials apart from $V_{4}$ it is shown how the motion can be obtained as an appropriate projection of geodesic motion on a higherdimensional Lie group. Thus one may ask the following question: for the systems above, expect $V_{4}$, we know that there exist two different higher-dimensional spaces such that the original motion is the projection of geodesic motion in higher dimension. The first such space is the appropriate Lie group described by Olshanetsky and Perelomov (1981), while the second one is the Eisenhart lift of Sec. IV. Is there a relationship between these two spaces?

The question was first asked in the case of Toda systems by Cariglia and Gibbons (2014), and the answer in that case is that the Lie group is endowed with a generalized Eisenhart lift metric that can be appropriately reduced to the standard Eisenhart lift metric. The answer for the other systems listed by Olshanetsky and Perelomov (1981) is unknown as yet.

## A. Geodesic motion for the Toda chain

## 1. The system

The Toda system describes a chain of particles on a onedimensional line, interacting via an exponential, nearest neighbor potential. It was first presented by Toda (1967), in particular, showing that among solutions there are solitonic "traveling waves." Hénon (1974) and Flaschka (1974) constructed constants of motion and showed that the Toda chain is a finite-dimensional analog of the KdV equation.

The Hamiltonian of the nonperiodic Toda system is given by

$$
\begin{equation*}
H(p, q)=\sum_{i=i}^{n} \frac{p_{i}^{2}}{2}+V(q)=\sum_{i=i}^{n} \frac{p_{i}^{2}}{2}+\sum_{i=1}^{n-1} g_{i}^{2} e^{2\left(q_{i}-q_{i+1}\right)} \tag{330}
\end{equation*}
$$

The particles interact with their nearest neighbor via an exponential potential. The equations of motion are

$$
\begin{align*}
\dot{q}_{i} & =p_{i} \\
\dot{p}_{1} & =-2 g_{1}^{2} e^{2\left(q_{1}-q_{2}\right)}  \tag{331}\\
\dot{p}_{i} & =-2 g_{i}^{2} e^{2\left(q_{i}-q_{i+1}\right)}+g_{i-1}^{2} e^{2\left(q_{i-1}-q_{i}\right)}, \quad i>1
\end{align*}
$$

Perelomov and Olshanetsky displayed a Lax pair for the system, given by the matrices

$$
\begin{gather*}
L_{i j}=\delta_{i j} p_{j}+g_{i-1} \delta_{i, j+1}+g_{i} e^{2\left(q_{i}-q_{i+1}\right)} \delta_{i, j-1}  \tag{332}\\
M_{i j}=2 g_{i} e^{2\left(q_{i}-q_{i+1}\right)} \delta_{i, j-1} \tag{333}
\end{gather*}
$$

This means that the equations of motion can be rewritten in the form $\dot{L}=[L, M]$. Agrotis, Damianou, and Sophocleous (2006) showed the Toda system is superintegrable. It is important for our purposes to notice that the properties of integrability and existence of the Lax pair are valid for all choices of the coupling constants.

We can lift the Lax pair to the Eisenhart lift space by setting

$$
\begin{aligned}
\mathcal{L}_{i j} & =\delta_{i j} p_{j}+p_{y} g_{i-1} \delta_{i, j+1}+p_{y} g_{i} e^{2\left(q_{i}-q_{i+1}\right)} \delta_{i, j-1} \\
\mathcal{M}_{i j} & =2 p_{y} g_{i} e^{2\left(q_{i}-q_{i+1}\right)} \delta_{i, j-1}
\end{aligned}
$$

Since the original Lax pair was defined for all values of the coupling constants, and since $p_{y}$ is constant, then it is still the case that $\dot{\mathcal{L}}=[\mathcal{L}, \mathcal{M}]$, and that we can build invariants according to $\mathcal{I}_{i}=\left(1 / 2^{i}\right) \operatorname{Tr} \mathcal{L}^{i}, i=1, \ldots, n$. However, this time the $\mathcal{I}_{i}$ are polynomials in the momenta $p_{\mu}=$ $\left\{p_{1}, \ldots, p_{n}, p_{y}\right\}$ of degree $i$, and therefore they must correspond to rank-i Killing tensors $K_{(i)}^{M_{1} \cdots M_{i}}, M=1, \ldots, n+1$, according to

$$
\begin{equation*}
\mathcal{I}_{i}=\frac{1}{i!} K_{(i)}^{M_{1} \cdots M_{i}} p_{M_{1}} \cdots p_{M_{i}} . \tag{334}
\end{equation*}
$$

So using this technique we can build new examples of nontrivial higher rank Killing tensors. We can apply the same reasoning to the generalized Eisenhart lift of Eq. (184), thus obtaining a Lax pair and Killing tensors for the generalized lift metric. This technique will work for the lift of any system that admits a Lax pair where the entries of the Lax matrix $L$ are homogeneous in the mixed variables $(p, g)$.

## 2. The lift on a Lie group

Olshanetsky and Perelomov (1981) showed that the Toda chain can be obtained by projecting to lower dimension the geodesic equations on the Lie group $X^{-}=S O(n) \backslash S L(n, \mathbb{R})$. The elements of $X^{-}$are symmetric positive-definite $n \times n$
matrices $x$ with real components and unit determinant $\operatorname{det} x=1$. In the rest of this section we mostly follow the notation used in the original work.

Real symmetric positive-definite matrices $x \in X^{-}$can be written according to a Cholesky $U D U$ decomposition

$$
\begin{equation*}
x=Z h^{2} Z^{T} \tag{335}
\end{equation*}
$$

where $h^{2}$ is diagonal and with positive elements, and $Z \in \mathcal{Z} \subset S L(n, \mathbb{R})$, the subgroup of upper triangular matrices with units on the diagonal. We parametrize $h^{2}$ as

$$
\begin{equation*}
h^{2}=\operatorname{diag}\left[e^{2 q_{1}}, \ldots, e^{2 q_{n}}\right] \tag{336}
\end{equation*}
$$

where the $q_{i}$ fields, of the dilaton type, will be identified with the positions of the particles in the Toda chain (330). The condition det $h^{2}=1$ implies the restriction

$$
\begin{equation*}
\sum_{a=1}^{n} q_{a}=0 \tag{337}
\end{equation*}
$$

which amounts to a choice of the position of the system's center of mass.

The equation of motion on $X^{-}$is given by

$$
\begin{equation*}
\frac{d}{d t}\left(\dot{x}(t) x^{-1}(t)\right)=0 \tag{338}
\end{equation*}
$$

Olshanetsky and Perelomov (1981) showed that if one chooses specific geodesics for which

$$
\begin{equation*}
Z^{-1} \dot{Z}=M \tag{339}
\end{equation*}
$$

with $M$ given by Eq. (333), then Eq. (338) implies the Lax equations $\dot{L}=[L, M]$.

It is worth noticing that Eq. (339), which selects specific geodesics, is equivalent to say that $Z^{-1}$ satisfies the evolution equation (41). Flaschka (1974) displayed a different Lax pair, where the evolution matrix is orthogonal.

## 3. The generalized Eisenhart metric

In this section we endow $X^{-}$with a right-invariant metric whose geodesics correspond to trajectories in the $n$ dimensional nonperiodic Toda system when appropriately projected. We see that the higher-dimensional metric is a generalized Eisenhart lift metric.

In order to present the results we need a small number of results on upper unitriangular matrics. We indicate a generic such matrix as $Z$. They form a subgroup of $\operatorname{SL}(n, \mathbb{R})$, with Lie algebra $\mathcal{Z}$ generated by the strictly upper triangular matrices $M_{a b}, a, b=1, \ldots, n, a<b$, with components

$$
\begin{equation*}
\left(M_{a b}\right)_{i j}=\delta_{i a} \delta_{j b} \tag{340}
\end{equation*}
$$

From the definition it follows that $M_{a b}^{2}=0 . M$ matrices satisfy the product rule

$$
\begin{equation*}
M_{a b} M_{c d}=\delta_{b c} M_{a d} \tag{341}
\end{equation*}
$$

We also use diagonal matrices $D$, with elements $(D)_{i j}=d_{i} \delta_{i j}$ (no sum). They obey mutual product rules

$$
\begin{equation*}
M_{a b} D=d_{b} M_{a b}, \quad D M_{a b}=d_{a} M_{a b} \tag{342}
\end{equation*}
$$

In particular, we use a basis of diagonal, zero trace matrices given by $M_{a}, a=1, \ldots, n-1$ :

$$
\begin{equation*}
M_{a}=\operatorname{diag}[0, \ldots, 1, \ldots, 0,-1] \tag{343}
\end{equation*}
$$

with the 1 term in the $a$ th position. It is convenient to also define $M_{n}=0$.

Analogous properties are satisfied by lower diagonal matrices, which we indicate by $\bar{M}_{a b}, a, b=1, \ldots, n, a>b$, with components

$$
\begin{equation*}
\left(\bar{M}_{a b}\right)_{i j}=\delta_{i a} \delta_{j b} \tag{344}
\end{equation*}
$$

as they satisfy

$$
\begin{equation*}
\bar{M}_{a b} D=d_{b} \bar{M}_{a b}, \quad D \bar{M}_{a b}=d_{a} \bar{M}_{a b} \tag{345}
\end{equation*}
$$

The mixed $M \bar{M}$ product rule is

$$
\begin{equation*}
M_{a b} \bar{M}_{c d}=\delta_{b c}\left(M_{a d}+\bar{M}_{a d}+\delta_{a d} \square_{a}\right), \tag{346}
\end{equation*}
$$

where $\rrbracket_{a}$ is the diagonal matrix with a 1 in the $a$ th element and zero otherwise. We use these matrices to parametrize the Lie algebra of $S L(n, \mathbb{R})$ using the set $\left\{M_{a b}, \bar{M}_{a b}, M_{a}\right\}$.

We use the $M$ matrices to parametrize a generic matrix $Z \in$ $\mathcal{Z}$ as

$$
\begin{equation*}
Z=\exp \left(\sum_{a<b} \omega_{a b} M_{a b}\right) \tag{347}
\end{equation*}
$$

We have in mind the specific case $\dot{Z} Z^{-1}=M$, where $M$ is the second matrix in the Lax pair. This implies $\dot{\omega}_{a, a+1}=2 g_{a} e^{2\left(q_{a}-q_{a+1}\right)}$, and $\dot{\omega}_{a b}=0$ otherwise, so we can simplify our initial assumption and set to zero all $\omega_{a b}$ unless $b=a+1$. Doing this is equivalent to considering a $2(n-1)-$ dimensional submanifold $\tilde{X}$ of $X^{-}$, with coordinates $q_{a}$ and $\omega_{a, a+1}$. We write $\omega_{a}$ instead of $\omega_{a, a+1}$. The parametrization becomes

$$
\begin{equation*}
Z=\exp \left(\sum_{a=1}^{n-1} \omega_{a} M_{a, a+1}\right) \tag{348}
\end{equation*}
$$

$\tilde{X}$ is a totally geodesic submanifold of $X^{-}$since by construction geodesics on $\tilde{X}$ can be obtained from generic geodesics on $X^{-}$by imposing $\dot{\omega}_{a b}=0$ for $b>a+1$. It is convenient defining $\omega_{0}=0=\omega_{n}$.

Using repeatedly Eq. (341) one finds that for $a<b$

$$
\begin{equation*}
Z_{a b}=\frac{1}{(b-a)!} \omega_{a} \omega_{a+1} \cdots \omega_{b-1} \tag{349}
\end{equation*}
$$

and

$$
\begin{equation*}
Z_{a b}^{-1}=(-1)^{b-a} Z_{a b} \tag{350}
\end{equation*}
$$

In order to display the right-invariant metric we first build right-invariant forms on $\tilde{X}$, invariant under the full group $S L(n, \mathbb{R})$, calculating the form $d x x^{-1}=\rho^{A} M_{A}$, $A=1, \ldots, n^{2}-1$. Following Olshanetsky and Perelomov (1981) we write

$$
\begin{align*}
\dot{x}(t) x^{-1}(t)= & 2 Z\left[\frac{1}{2} Z^{-1} \dot{Z}+\operatorname{diag}\left(\dot{q}_{1} \cdots \dot{q}_{n}\right)\right. \\
& \left.+\frac{1}{2} h^{2}\left(Z^{-1} \dot{Z}\right)^{T} h^{-2}\right] Z^{-1} \tag{351}
\end{align*}
$$

We can analyze separately the three terms that arise from the terms in square brackets. The first one is

$$
\begin{equation*}
Z^{-1} d Z=\sum_{a=1}^{n-1} d \omega_{a} M_{a, a+1} \tag{352}
\end{equation*}
$$

These are left-invariant forms of the subgroup $\mathcal{Z}$. The second term is calculated by Cariglia and Gibbons (2014) and is given by

$$
\begin{align*}
& 2 \sum_{a=1}^{n-1} d q_{a} M_{a}+2 \sum_{b<c}\left[\sum _ { a = 1 } ^ { n - 1 } d q _ { a } \left(\delta_{a c} Z_{b a}+(-1)^{c-b} \delta_{a b} Z_{a c}\right.\right. \\
& \left.\left.\quad+(-1)^{c-a} Z_{b a} Z_{a c}-\delta_{c n} Z_{b c}\right)\right] M_{b c} \tag{353}
\end{align*}
$$

while the third term by

$$
\begin{align*}
& \sum_{a=1}^{n-1} e^{-2\left(q_{a}-q_{a+1}\right)} d \omega_{a} \bar{M}_{a+1, a}+e^{-2\left(q_{1}-q_{2}\right)} \omega_{1} d \omega_{1} M_{1} \\
& \quad+\sum_{a=2}^{n-1}\left(e^{-2\left(q_{a}-q_{a+1}\right)} \omega_{a} d \omega_{a}-e^{-2\left(q_{a-1}-q_{a}\right)} \omega_{a-1} d \omega_{a-1}\right) M_{a} \\
& \quad+\sum_{b<c}\left(\sum_{a=1}^{n-1} e^{-2\left(q_{a}-q_{a+1}\right)} g_{a b c} d \omega_{a}\right) M_{b c} . \tag{354}
\end{align*}
$$

On the other hand, we have the expansion

$$
\begin{equation*}
d x x^{-1}=\sum_{a=1}^{n-1} \rho_{a} M_{a}+\sum_{a<b} \rho_{a b} M_{a b}+\sum_{a>b} \bar{\rho}_{a b} \bar{M}_{a b} \tag{355}
\end{equation*}
$$

in terms of right-invariant forms. Comparing the two expansions we find

$$
\begin{equation*}
\bar{\rho}_{a+1, a}=e^{-2\left(q_{a}-q_{a+1}\right)} d \omega_{a}, \tag{356}
\end{equation*}
$$

the other $\bar{\rho}$ forms being zero on $\tilde{X}$. The $\bar{\rho}$ forms correspond to the conserved quantities

$$
\begin{equation*}
\bar{c}_{a+1, a}=e^{-2\left(q_{a}-q_{a+1}\right)} \dot{\omega}_{a} \tag{357}
\end{equation*}
$$

such that setting $\bar{c}_{a+1,1}=2 g_{a}$ we recover the condition $\dot{Z} Z^{-1}=M$, with $M$ defined in Eq. (333). Next, we find the forms

$$
\begin{align*}
\rho_{1}= & 2 d q_{1}+e^{-2\left(q_{1}-q_{2}\right)} \omega_{1} d \omega_{1}, \\
\rho_{a}= & 2 d q_{a}+\left(e^{-2\left(q_{a}-q_{a+1}\right)} \omega_{a} d \omega_{a}\right.  \tag{358}\\
& \left.-e^{-2\left(q_{a-1}-q_{a}\right)} \omega_{a-1} d \omega_{a-1}\right), \quad a>1 .
\end{align*}
$$

These give rise to the conserved quantities

$$
\begin{align*}
& \lambda_{1}=\dot{q}_{1}+g_{1} \omega_{1}  \tag{359}\\
& \lambda_{a}=2 \dot{q}_{a}+g_{a} \omega_{a}-g_{a-1} \omega_{a-1}, \quad a>1
\end{align*}
$$

which imply the equations of motion arising from Eq. (330). The forms $\rho_{a}$ are defined for $a=1, \ldots, n-1$. It is useful to define an $n$th form $\rho_{n}$, linearly dependent on the other ones, by setting $a=n$ in Eq. (358):

$$
\begin{equation*}
\rho_{n}=2 d q_{n}-e^{-2\left(q_{n-1}-q_{n}\right)} \omega_{n-1} d \omega_{n-1}=-\sum_{a=1}^{n-1} \rho_{a} \tag{360}
\end{equation*}
$$

Last, there are the forms of type $\rho_{a b}$. In fact, we only explicitly need the following ones:

$$
\begin{align*}
\rho_{a, a+1}= & 2 \omega_{a}\left(d q_{a+1}-d q_{a}\right)+d \omega_{a} \\
& +\frac{\omega_{a}}{2}\left[\left(\omega_{a+1} e^{-2\left(q_{a+1}-q_{a+2}\right)} d \omega_{a+1}-\omega_{a} e^{-2\left(q_{a}-q_{a+1}\right)} d \omega_{a}\right)\right. \\
& \left.-\left(\omega_{a} e^{-2\left(q_{a}-q_{a+1}\right)} d \omega_{a-1}-\omega_{a-1} e^{-2\left(q_{a-1}-q_{a}\right)} d \omega_{a-1}\right)\right] \tag{361}
\end{align*}
$$

Any right-invariant metric can generate the conserved quantities given above. In particular, we make the following choice:

$$
\begin{align*}
\hat{g} & =\sum_{a=1}^{n}\left(\frac{\rho_{a}}{2}\right)^{2}+\sum_{a=1}^{n-1} \frac{\bar{\rho}_{a+1, a} \rho_{a, a+1}}{2} \\
& =\sum_{a=1}^{n-1}\left(\frac{\rho_{a}}{2}\right)^{2}+\left(\sum_{a=1}^{n-1} \frac{\rho_{a}}{2}\right)^{2}+\sum_{a=1}^{n-1} \frac{\bar{\rho}_{a+1, a} \rho_{a, a+1}}{2} \\
& =\sum_{a=1}^{n} d q_{a}^{2}+\frac{1}{2} \sum_{a=1}^{n-1} e^{-2\left(q_{a}-q_{a+1}\right)} d \omega_{a}^{2} . \tag{362}
\end{align*}
$$

We can immediately recognize that this is the generalized Eisenhart lift metric in the same format as given by Eq. (183) [the coupling constants are at this stage hidden in the definition of the $\omega$ variables, Eq. (357)].

Performing a dimensional reduction to the standard Eisenhart lift is straightforward. We can define the variable

$$
\begin{equation*}
y=\sum_{a=1}^{n-1} g_{a} \omega_{a} \tag{363}
\end{equation*}
$$

On allowed trajectories it satisfies

$$
\begin{equation*}
\dot{y}=\sum_{a=1}^{n-1} 2 g_{a}^{2} e^{2\left(q_{a}-q_{a+1}\right)}=2 V(q), \tag{364}
\end{equation*}
$$

where the potential $V$ is given in Eq. (330). On the other hand, on trajectories we also have

$$
\begin{equation*}
\frac{1}{2} \sum_{a=1}^{n-1} e^{-2\left(q_{a}-q_{a+1}\right)} \dot{\omega}_{a}^{2}=2 V(q) \tag{365}
\end{equation*}
$$

so we have the equality between forms

$$
\begin{equation*}
\frac{1}{2} \sum_{a=1}^{n-1} e^{-2\left(q_{a}-q_{a+1}\right)} d \omega_{a}^{2}=\frac{d y^{2}}{2 V(q)} \tag{366}
\end{equation*}
$$

on all allowed trajectories. Then this identity holds on the whole span of the trajectories and we can rewrite the metric as

$$
\begin{equation*}
\hat{g}=\sum_{a=1}^{n} d q_{a}^{2}+\frac{d y^{2}}{2 V(q)} \tag{367}
\end{equation*}
$$

which is the standard Eisenhart metric.
We remark that the isometries of the metric $\hat{g}$, given by the Killing vectors associated with the right-invariant forms of $S L(n, \mathbb{R})$, become transformations that leave the higherdimensional Hamiltonian unchanged

$$
\begin{equation*}
\mathcal{H}=\sum_{a=1}^{n} \frac{p_{q_{a}}^{2}}{2}+\sum_{a=1}^{n-1} p_{w_{a}}^{2} e^{2\left(q_{a}-a_{a+1}\right)} \tag{368}
\end{equation*}
$$

and hence are transformations that mix $q$ and $\omega$ coordinates while leaving the energy of the original Toda chain unchanged. Consider as an example the conserved quantities calculated above. The first ones are of the kind

$$
\begin{equation*}
\bar{c}_{a+1, a}=2 p_{\omega_{a}}, \tag{369}
\end{equation*}
$$

which generate trivial translations of the $\omega$ variables.
Next, the quantities

$$
\begin{align*}
& \lambda_{1}=p_{q_{1}}+p_{\omega_{1}} \omega_{1}  \tag{370}\\
& \lambda_{a}=p_{q_{a}}+p_{\omega_{a}} \omega_{a}-p_{\omega_{a-1}} \omega_{a-1}, \quad a>1
\end{align*}
$$

generate the transformations

$$
\begin{align*}
\delta q_{1} & =\epsilon  \tag{371}\\
\delta \omega_{1} & =\epsilon \omega_{1} \\
\delta_{p_{\omega_{1}}} & =-\epsilon p_{\omega_{1}} \tag{372}
\end{align*}
$$

and

$$
\begin{align*}
& \delta q_{a}=\epsilon,  \tag{373}\\
& \delta \omega_{a}=\epsilon \omega_{a}, \\
& \delta \omega_{a-1}=-\epsilon \omega_{a-1}  \tag{374}\\
& \delta_{p_{\omega_{a}}}=-\epsilon p_{\omega_{a}},
\end{align*} \quad \delta_{p_{\omega_{a-1}}}=\epsilon p_{\omega_{a-1}}, ~ l
$$

where $\epsilon$ is an infinitesimal parameter. Their meaning is that it is possible to make a constant shift of one of the variables $q_{a}$ while keeping the energy unchanged by at the same time making a constant rescaling of the $g_{a}$ and $g_{a-1}$ couplings. In the case of the conserved quantities associated with the
conserved forms of Eq. (361), these give rise to more complicated transformations where $\delta p_{\omega_{a}}$ is not constant.

Summarizing, the symmetries of the metric (362) give the dynamical transformations that leave the energy unchanged, where varying $p_{\omega_{a}}$ is allowed. In particular, the transformations that are of lowest order in the momenta are those given by the Killing vectors, which form an $\operatorname{SL}(n, \mathbb{R})$ algebra.

## VIII. CONCLUDING REMARKS

Dynamical symmetries are the full symmetries of the equations of motion of classical and quantum systems, extending the traditionally considered isometries and providing the complete set of energy preserving transformations in phase space. Such symmetries have been known for a long time and have attracted the attention of researchers from different angles and at different stages; however, a comprehensive, unified, and modern treatment is lacking. It was keeping in mind these requirements that the present review was written with the intention of providing an initial tool for graduate students and young researchers interested in an introduction to the topic, and for specialists to find a place where several of the more modern results are gathered. We have provided a number of examples in Sec. II.B inspired from different areas of physics, relativistic as well as not, some including gravitation, some in flat space, some older and somewhat classical examples as well as more modern ones, such as the spinning particle and the quantum dot. We have given an introduction to the theory of spin-zero separation of variables, in both the classical setting, the Hamilton-Jacobi equation discussed in Sec. III, and the quantum mechanical version, the Schrödinger and Klein-Gordon equations discussed in Sec. VI.C. The spin-zero case is the simplest possible and admits a fairly mature theory of the intrinsic characterization of separability, but even there we can see at least two areas for further improvement. First, to our knowledge a theory of the intrinsic $-R$ separation for generic nonorthogonal variables and the presence of a scalar and a vector potential has not been finalized as yet, although several of the necessary ingredients are already in place. Also, a more directly geometrical interpretation of the $R$ factor would be desirable: we believe that in this respect embedding the dynamical system in higher dimensions through the Eisenhart lift procedure has the potential to provide a geometrical interpretation for it. Second, we know very little about more complicated transformations in phase space. While the theory of separation of variables mainly deals with canonical transformations associated with phase space functions that are second order polynomials in the momenta, transformations that are of higher order or nonpolynomial have not been systematically studied. We know specific examples but there is not yet a complete theory. Even deeper relations among Hamiltonian systems, such as, for example, the coupling constant metamorphosis discussed by Hietarinta et al. (1984) and following works, are not related to canonical transformations and represent an open window for a more complete understanding.

Outside the realm of the zero spin case, what we know is mostly concrete results and partial theories. The simplest cases with nonzero spin are given by the semiclassical spinning
particle and the quantum mechanical Dirac equation, discussed in Secs. II.B. 8 and, respectively, VI.D. A theory of symmetry operators of the Dirac equation in generic dimension exists only for linear operators. Conserved quantities of second order in the momenta for the spinning particle have been discussed recently for the rotating black holes of the Kerr-NUT-(A)dS metrics, and they seem to work in their known form specifically for these metrics. Some partial results for integrability and separability of higher spin equations are also known, but even less is known in this case of a general theory. The possibility of choosing both a set of coordinates and a locally freely falling frame to describe the spin variables represents a much bigger freedom compared to that of the spin-zero case.

We have discussed the Eisenhart lift as a powerful geometerization of dynamics that allows one to easily find the full group of symmetries of the dynamics, and to extend the theory of separability of variables to the case with a scalar and a vector potential. In general, it seems the appropriate tool to describe the dynamics of Hamiltonian systems.

Much of the recent interest in hidden symmetries of the dynamics in the general relativity area has stemmed from the discovery that the Kerr-NUT-(A)dS metrics admit a principal conformal Killing-Yano tensor and a whole tower of KillingYano and Killing tensors. We have given an account of how the construction works and how it relates to the other topics discussed in this review. It would certainly be important to obtain a classification of Lorentzian geometries that admit a principal conformal Killing-Yano tensor: this potentially can provide new metrics that support integrable dynamics.

By studying the generalization of the conformal KillingYano equation to some specific cases when fluxes are present we have shown one possible way to look for hidden symmetries of the dynamics when the field content of the theory is richer. It is therefore a perfectly reasonable expectation that various supergravity backgrounds and other string theory inspired backgrounds might be compatible with more elaborate dynamical symmetry transformations. Here, once more, our knowledge is partial and a theory exists mainly for the case discussed of spacetimes with specific types of fluxes.

One last subject we touched on is that of geodesics on Lie groups. This subject has been studied relatively little from the point of view of hidden symmetries. In particular, there are two outstanding questions. The first is what is the relation between the known geodesic description in higher dimensions of some integrable systems of particles on a line, and the standard Eisenhart lift. We have seen that the answer is particularly simple when the integrable system is given by the $n$-particle Toda chain; however, the answer for the other cases is not known yet. Second, it is still an open conjecture whether all such integrable systems admit a similar geodesic description in higher dimensions in terms of symmetric spaces. We wonder whether an answer to the latter question might be related to the former and to the study of dynamical symmetries.

Undoubtedly the study of dynamical symmetries is here to stay: it is both very important for our understanding of physical systems and at the same time our current knowledge of the subject has plenty of room for expansion and refinement.
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[^1]:    ${ }^{1}$ In this section and in others where the Kerr-NUT-(A)dS metric is used, we indicate generic indices with $a, b, c, \ldots$ and adopt the split of spacetime coordinate indices into those of type $\mu$ and $i$. This is different from the convention used in the rest of the review, where Greek letters $\mu, \nu, \ldots$ refer to a generic spacetime index. However, the split adopted for Kerr-NUT-(A)dS metrics occurs frequently in the literature and we feel that the benefit of using a notation that can be directly compared to that of existing works outweighs the local loss of consistency in notation. We also suspend the Einstein sum convention when applied to indices of the type $\mu$ or $i$.

[^2]:    ${ }^{2}$ It is only the first condition $A_{(\mathrm{cl})}=0$, which emerges from the classical spinning particle approximation. Correspondingly, we call $A_{(\mathrm{cl})}$ a classical anomaly and $A_{(q)}$ (which appears only at the operator level) a quantum anomaly.

