A Multi-Objective Evolutionary Algorithm Based on Decomposition for Optimal Design of Yagi-Uda Antennas
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This paper presents a multi-objective evolutionary algorithm based on decomposition (MOEA/D) to design broadband optimal Yagi-Uda antennas. A multi-objective problem is formulated to achieve maximum directivity, minimum voltage standing wave ratio and maximum front-to-back ratio. The algorithm was applied to the design of optimal 3 to 10 elements Yagi-Uda antennas, whose optimal Pareto fronts are provided in a single picture. The multi-objective problem is decomposed by Chebyshev decomposition, and it is solved by differential evolution (DE) and Gaussian mutation operators in order to provide a better approximation of the Pareto front. The results show that the implemented MOEA/D is efficient for designing Yagi-Uda antennas.

Index Terms—MOEA/D, multi-objective optimization, decomposition problem, design Yagi-Uda antenna.

I. INTRODUCTION

DESIGNING broadband Yagi-Uda antennas is a hard task due to the required trade-off of conflicting specifications, like directivity (D), standing wave ratio (SWR), and front-to-back ratio (FBR), which should be handled as better as possible through the entire design spectrum.

In order to design an optimal Yagi-Uda antenna, each aforementioned specification was considered at different frequencies. Thus, we have a problem with many conflicting objectives to be solved. This complex problem can be tackled using stochastic techniques [1]–[3], deterministic techniques [4], among others.

This paper presents an extension of multi-objective evolutionary algorithm based on decomposition (MOEA/D) proposed by Chen et al. [5]. The main contributions are the different treatment of algorithm operators, the use of external population and an update solution rule, aiming to make the algorithm more efficient, i.e., aiming to obtain a better approximation of the optimal Pareto set with fewer problem analysis. The proposed algorithm uses a decomposition method to convert a multi-objective problem into a set of mono-objective problems and it tries to approximate the optimal Pareto front by solving all these sub-problems together. The implemented MOEA/D is applied to the design of 3 to 10 elements optimal Yagi-Uda antennas.

II. THE OPTIMIZATION PROBLEM

The Yagi-Uda antenna is an array of k linear elements, composed by a driven element (dipole) with a reflector parasitic element in the rear and director parasitic elements in the front, as shown in Fig. 1. The element centered at the origin is the reflector, followed by the centered-fed driven element and directors. The distance between consecutive elements and the length of each element are the parameters to be optimized. These parameters are respectively represented by \( d_i = x_{i+1} - x_i \), \( i = 1, 2, \ldots, k-1 \), and \( \ell_i, i = 1, 2, \ldots, k \).

This paper investigates the design of broadband Yagi-Uda antennas considering three conflicting objectives: directivity (D), standing wave ratio (SWR) and front-to-back ratio (FBR). These should be handled as better as possible through the entire design spectrum to guarantee the desired broadband characteristic. The antenna must be able to operate over a band and not only on a single frequency. In order to take this into account, the objective functions were defined as a function of the lower, central and upper frequencies \( f \) of the desired operation band, which results in an optimization problem with 9 conflicting objective functions. The problem can be mathematically formulated as

\[
\min \max_{s, i} y(s, f_i) = \begin{bmatrix}
-D(s, f_i) \\
-FBR(s, f_i) \\
-SWR(s, f_i)
\end{bmatrix}
\]

where \( s = (d, \ell) \) are the decision variables composed by the elements length \( \ell \in \mathbb{R}^k \) and the distance \( d \in \mathbb{R}^{k-1} \) between adjacent elements. An antenna with \( k \) elements defines a problem with \( n = 2k - 1 \) variables. The goal is to optimize the worst case performance over the entire bandwidth. When antennas are optimized to operate over a frequency range, they are, somehow, robust to perturbations. The antenna is numerically analyzed using the method of moments (MoM) [6] with a delta gap feed model.
III. MOEA/D

A. Chebyshev Decomposition

The fundamental idea of the proposed MOEA/D is to decompose a multi-objective optimization problem into a set of mono-objective problems (subproblems), using evolutionary computation techniques in the process of searching for optimal solutions.

To decompose the multi-objective problem, it is used the Chebyshev decomposition represented by

\[
g(s, \lambda, z^*) = \max_i \lambda_i y_i(s) - z_i^*\tag{2}
\]

where \(\lambda = (\lambda_1, \ldots, \lambda_m)\) is a weight vector associated to the objective functions, \(m\) is the number of objective functions, and \(z^*\) is the set of reference points given by

\[
z_i^* = \min_{s \in \Omega} y_i(s), \quad i = 1, \ldots, m.
\tag{3}
\]

The weight vectors belong to the set

\[
\mathbf{T} = \left\{ \lambda \in \mathbf{D} \mid \begin{bmatrix} 1 & 1 & \cdots & 1 \\ A & A & \cdots & A \end{bmatrix}^m \sum_{i=1}^m \lambda_i = 1 \right\}
\tag{4}
\]

where \(A \in \{1, 2, \ldots\}\) is a parameter that defines the number of subproblems and also determines the possible values for the weight vectors in \(\mathbf{T}\). The number of generated subproblems is given by

\[
|\mathbf{T}| = \frac{(A + m - 1)^m}{A! (m-1)!}.
\tag{5}
\]

For instance, consider \(A = 4\) and \(m = 2\). Then \(\mathbf{D} = \{0, 0.25, 0.5, 0.75, 1\}^2\), \(\mathbf{T} = \{(0, 1), (0.25, 0.75), (0.5, 0.5), (0.75, 0.25), (1, 0)\}\) and \(|\mathbf{T}| = 5\).

MOEA/D has a population of subproblems, where each individual represents a different problem, defined by its unique weight vector in relation to other individuals. These weight vectors are assigned in a uniform way to subproblems under the condition of belonging to \(\mathbf{T}\).

Under mild conditions, a reasonable large number of evenly distributed weight vectors usually lead to a set of Pareto optimal vectors, which may not be evenly spread but could approximate the Pareto optimal front very well [7].

The weight vectors are also used to define a neighborhood structure based on Euclidean distance. This structure is used in the optimization process because the subproblems consider neighbors having similar fitness (landscape) and their respective utopian solutions are close in the decision space.

Through the optimization process, the neighbors are used in two distinct forms. In the first case, they are used in the selection of individuals to apply the evolutionary operators, because the crossover probability is greater between neighboring individuals. The second case is to try to update a predetermined number of neighboring subproblems \(N_{\text{max}}\) during operators application. The subproblem is updated based on the condition \(g(s', \lambda_i, z^*) \geq g(s, \lambda_i, z^*)\), i.e., if the variables of a subproblem that is being optimized returns a better result to a neighboring subproblem, then the variables of the neighboring subproblem are updated to \(s'\).

MOEA/D optimizes the set of subproblems simultaneously. Thus, each optimal solution for these subproblems is a Pareto solution of the multi-objective problem.

B. Diversified Initial Population and External Population

Aiming to obtain a diversified initial population and a better domain mapping, the search space \(\Omega\) is divided into segments for each variable in \(x_{ij}, i = 1, \ldots, n, j = 1, \ldots, T\), based on the Latin hypercube [8]. Consider, for example, a search space \(\Omega_i = [-1, 1]\) divided into 4 segments. Therefore, the \(i\)-th variable for the \(j\)-th subproblem will be generated inside of one of the subintervals \([-1, -0.5), [-0.5, 0.5), [0, 0.5)\) and \([0.5, 1]\), preventing the \(i\)-th variable from assuming values in only one interval for all subproblems.

An external population (\(T_E\)) ensures that the nondominated points are preserved over the optimization process. For increasing the performance based on algorithm time, the actual population is not inserted in the external population in all iterations. Furthermore, at each insertion of the current population into external population, the non-domination criterion is applied.

C. Neighborhood Relationship

Another important characteristic of MOEA/D is the update mechanism. When this mechanism is totally random, a similar situation that happens in the process scheduling of operational systems, known as starvation, can occur. In the MOEA/D case, this situation may trap the subproblems away from other points in the decision space, slowing down the convergence.

To prevent starvation, an update rule is used. Consider \(V_j\), a set of neighboring subproblems of the subproblem \(j\), and \(p_r = 1/|V_j|\), the initial probability of choosing a neighbor \(r\) in \(V_j\). If an individual \(r'\) is randomly chosen in the iteration \(t + 1\), \(p_r\) is decremented by \(p_r/2\) and the probability of the remaining individuals \(r \in V_j \backslash \{r'\}\) is incremented by \(p_r/2(|V_j| - 1)\), so that \(\sum_r p_r = 1\) at all iterations. This process is carried out at each iteration. To illustrate this process, let \(V_j = 4\), \(p_r\) be the probability of choosing the neighboring subproblem \(r \in V_j\), and \(1, 2\) be the chosen neighbor sequence for updating. Thus, initially, \(p_1 = p_2 = p_3 = p_4 = 0.25\). In the first iteration, the neighbor 1 is chosen and the probabilities become \(p_1 = 0.125\) and \(p_2 = p_3 = p_4 = 0.2916\). The neighbor 2 is chosen in the next iteration and the probabilities become \(p_1 \approx 0.1736, p_2 \approx 0.1458\) and \(p_3 = p_4 \approx 0.3402\).

D. Differential Evolution

The differential evolution (DE) operator proposed by Storn and Price [9] is used within the MOEA/D proposed in this paper. It is a simple and efficient optimization operator widely used in nonlinear optimization with continuous variables.

The DE initially selects three different individuals in the population, named \(s_1, s_2\) and \(s_3\). It then performs the operation known as differential mutation, where a new individual is created by displacing the base vector \(s_1\) towards the vectorial
difference between $s_2$ and $s_3$, i.e.,

$$s' = s_1 + \mu(s_2 - s_3),$$  \hspace{1cm} (6)$$

where $\mu$ is a random number with uniform probability inside the interval $[0, 1]$.

The mutant vector $s'$ is then crossed over with the vector $s_1$ according to the rule

$$s'_i = \begin{cases} s'_{i}, & r \leq p_c \text{ or } i = r', \ i = 1, \ldots, n \end{cases}$$  \hspace{1cm} (7)$$

where $r \in [0, 1]$ and $r' \in \{1, \ldots, n\}$ are random numbers with uniform probability inside their ranges. The number $r'$ ensures that at least one element of $s'$ will be mutated relative to $s_1$.

### E. Gaussian Mutation

The MOEA/D proposed in this paper uses Gaussian mutation. It consists in assigning, to each variable $s_i$, $i = \{1, \ldots, n\}$, a random value of a normal distribution $G(s_i, \sigma)$ with mean $s_i$ and standard deviation $\sigma$.

### F. The Algorithm

Algorithm 1 outlines the MOEA/D proposed in this paper. It is fundamentally composed of 3 phases: initialization, evolutionary process and elitism. In the initialization phase (lines 1 to 4), the subproblems population and their respective neighbor list are created. The lines 6 to 36 of the algorithm summarize the evolutionary process, which involves the application of evolutionary operators to each subproblem and an update of the reference point $z^*$, subproblems and neighboring solutions. Finally, the elitism phase, represented in the lines 37 to 39 of the algorithm, contains the external population update.

### G. Benchmark Tests

To evaluate the performance of the proposed method, testing functions defined in the CEC2009 were used [10]. Since the optimal Pareto fronts of these functions are known, the IGD metric [5] was used to measure the distance between the obtained solutions and their respective optimal Pareto front. For the experiments, 8 testing problems were chosen, of which exactly half were constrained.

Table I shows the average results after 300,000 functions evaluations of 10 independent runs of the MOEA/D (See Algorithm 1) set to $p_c = 0.95$, $p_{en} = 0.95$, $p_m = 0.30$, $N = 5$, $N_{\text{max}} = 3$ and $Q_{\text{max}} = 650$ iterations. As it can be seen, the proposed algorithm outperforms (worse only for UF2) another version of the MOEA/D, which was introduced by Chen et al. [5] and it is one of the best in the competition. We believe that this improvement comes from a better sampling of the search space, especially because of a more diversified initial population and the update rule, which implies in a more unbiased search. Unfortunately, this diversity may slow down convergence for complex Pareto optimal sets, like the one of benchmark UF2. The external population allows a better sampling of the Pareto front, since the non-dominated points are preserved over the optimization process. A common behavior of these algorithms is their deficiency caused by decomposition: when the weight vectors are not uniformly distributed, the points tend to be accumulate into certain regions.

### Algorithm 1 Outline of the implemented MOEA/D

**Input:**
- an $m$-objective problem: $\min_s g(s), s \in \mathbb{H}^n, g : \mathbb{H}^n \mapsto \mathbb{R}^m$
- $p_c$: crossover probability
- $p_m$: mutation probability
- $F_{\text{en}}$: neighbor update probability
- $N$: number of neighboring subproblems
- $N_{\text{max}}$: maximum number of neighbors that can be updated
- $\lambda$: set of weight vectors
- $Q_{\text{max}}$: maximum number of iterations

**Output:**
- $\mathbb{T}_k$: external population
- $s_{i}$: subproblems for each input weight vector $\lambda_i$
- $\mathbb{V}_i$: neighbor list of subproblem $j, |\mathbb{V}_i| = N, \forall j$
- $\mathbb{T}_E$: nondominated of $\mathbb{T} >$ external population
- $z_{i}^* = \min_j g_i(s_j), i = 1, \ldots, m$ > reference point
- $Q - 1 > Q_{\text{max}}$ do
  1. for $j \in \mathbb{T}$ do
  2. choose $\mu \in [0, 1]$
  3. choose $j_1, j_2, j_3 \in \mathbb{T}$
  4. $s'_i = s_{i} + \mu(s_{i2} - s_{i3})$ > differential mutation
  5. choose $r \in \{0, 1\}$
  6. choose $r_i \in \{0, 1\}, i = 1, \ldots, n$
  7. $s'_i = \begin{cases} s'_{i}, & r_i \leq p_c \text{ or } i = r', \ i = 1, \ldots, n \\ s_{i}, & \text{otherwise} \end{cases}$
  8. choose $i \in \mathbb{V}_i$ > neighboring subproblem
  9. if $g(s'_i, \lambda_i, z^*) \leq g(s_i, \lambda_i, z^*)$ then
  10. $s_i \leftarrow s'_i$ > overwrite subproblem
  11. else
  12. choose $i \in \mathbb{V}_i$ > neighboring subproblem
  13. if $g(s'_i, \lambda_i, z^*) \leq g(s_i, \lambda_i, z^*)$ then
  14. $s_i \leftarrow s'_i$ > overwrite neighbor
  15. end if
  16. $c \leftarrow c + 1$
  17. end if
  18. end if
  19. end while
  20. if $c < N_{\text{max}}$ do
  21. end if
  22. if $r \leq p_m$ then
  23. choose $i \in \mathbb{V}_i$ > neighboring subproblem
  24. if $g(s'_i, \lambda_i, z^*) \leq g(s_i, \lambda_i, z^*)$ then
  25. $s_i \leftarrow s'_i$ > overwrite subproblem
  26. end if
  27. end if
  28. else
  29. choose $i \in \mathbb{T}$ > any subproblem
  30. if $g(s'_i, \lambda_i, z^*) \leq g(s_i, \lambda_i, z^*)$ then
  31. $s_i \leftarrow s'_i$ > overwrite subproblem
  32. $c \leftarrow c + 1$
  33. end if
  34. end if
  35. end if
  36. end for
  37. if $Q$ is multiple of 10 then
  38. $\mathbb{T}_E$ > nondominated of $\mathbb{T}_E \cup \mathbb{T}$
  39. end if
  40. end for
  41. return $\mathbb{T}_k$

### IV. RESULTS FOR ANTENNA DESIGN

Table II shows the solution to (1) whose SWR is the lowest for the respective $k$, for a Yagi-Uda antenna with $k$ elements
TABLE I
RESULTS FOR TESTING FUNCTIONS

<table>
<thead>
<tr>
<th>Function</th>
<th>This Work</th>
<th>Chen et al. [5]</th>
</tr>
</thead>
<tbody>
<tr>
<td>UF1</td>
<td>0.0016</td>
<td>0.0063</td>
</tr>
<tr>
<td>UF2</td>
<td>0.0091</td>
<td>0.0067</td>
</tr>
<tr>
<td>UF3</td>
<td>0.0286</td>
<td>0.0561</td>
</tr>
<tr>
<td>UF4</td>
<td>0.0790</td>
<td>0.1325</td>
</tr>
<tr>
<td>CF1</td>
<td>0.00003</td>
<td>0.0110</td>
</tr>
<tr>
<td>CF2</td>
<td>0.0015</td>
<td>0.0126</td>
</tr>
<tr>
<td>CF3</td>
<td>0.2271</td>
<td>0.4336</td>
</tr>
<tr>
<td>CF4</td>
<td>0.0336</td>
<td>0.4061</td>
</tr>
</tbody>
</table>

TABLE II
WORSE CASE OBJECTIVE FUNCTIONS OF 3 TO 10 ELEMENTS OPTIMAL ANTENNAS AMONG THE 3 SAMPLE FREQUENCIES

<table>
<thead>
<tr>
<th>Antenna</th>
<th>D (db)</th>
<th>VSWR</th>
<th>FBR (db)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 elements</td>
<td>7.03</td>
<td>1.48</td>
<td>13.66</td>
</tr>
<tr>
<td>4 elements</td>
<td>8.27</td>
<td>1.15</td>
<td>11.84</td>
</tr>
<tr>
<td>5 elements</td>
<td>8.61</td>
<td>1.13</td>
<td>13.20</td>
</tr>
<tr>
<td>6 elements</td>
<td>9.17</td>
<td>1.10</td>
<td>12.88</td>
</tr>
<tr>
<td>7 elements</td>
<td>10.89</td>
<td>1.16</td>
<td>12.36</td>
</tr>
<tr>
<td>8 elements</td>
<td>11.05</td>
<td>1.18</td>
<td>11.90</td>
</tr>
<tr>
<td>9 elements</td>
<td>10.66</td>
<td>1.08</td>
<td>11.66</td>
</tr>
<tr>
<td>10 elements</td>
<td>11.08</td>
<td>1.24</td>
<td>13.56</td>
</tr>
</tbody>
</table>

V. CONCLUSION

The MOEA/D introduced in this work is based on a framework to solve multi-objective problems and evolutionary techniques that are widely used in the literature. Its resulting Pareto front samples were fairly accurate for the number of function analysis, both in benchmark tests and in designing of Yagi-Uda antennas.

The behavior of the proposed MOEA/D can be customized by its input weight vectors, the number of neighbors that can be updated and the update rule itself, the external population and the evolutionary operators. When the number of neighbors that can be updated is large, the search space is not explored very well, once the points become concentrated. When this number is small, some points may be pushed away from others during the optimization process and, hence, which may lead to a slower convergence. Another factor that impacts onto population diversity is the update rule. The proposal in this work allowed all refresh rates of neighbors to be balanced, which decreases an undesired stagnation.
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