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Abstract

In wireless sensor networks, energy consumption is generally associated with the amount of sent data once communication is the activity of the network that consumes more energy. This work proposes an algorithm based on “Principal Component Analysis” to perform multivariate data reduction. It is considered air quality monitoring scenario as case study. The results show that, using the proposed technique, we can reduce the data sent preserving its representativeness. Moreover, we show that the energy consumption and delay are reduced proportionally to the amount of reduced data.

1 Introduction

A wireless sensor network (WSN) \cite{1, 3} is a special kind of ad-hoc network with capacity to collect, process and send data to external observers. The WSNs have some restrictions, such as energy and bandwidth. Thus, to send large amount of data can be problematic, causing excessive delay and diminishing the network lifetime. Due to these restrictions, it is necessary to adopt strategies to reduce the amount of data that are transmitted in the network.

Considering the phenomena characteristics, it is important to distinguish the sensor data as univariate or multivariate. Univariate data represents a sample of same phenomena variable. Therefore, multivariate data represents samples of different phenomena variables. These samples are originated from: different sensors of a specific node; or the same sensor of different nodes.

A usual technique to process multivariate data is the Principal Component Analysis (PCA) \cite{5}. Thus, this work proposes an algorithm for multivariate data reduction in WSNs and it uses air quality monitoring scenario as case study. The technique uses PCA to classify data, so that only the most relevant samples are propagated to the sink. In addition, through the reduction, it is possible to diminish the energy consumption and the delay in the network, since communication is the task that consumes more energy.

Some related works consider univariate data reduction and they use techniques such as data aggregation \cite{10}, adaptive sampling \cite{7}, or sensor stream reduction \cite{2}. Considering multivariate data reduction, there are some proposals that consider discrete wavelet transformation, hierarchical clustering, sampling and singular value decomposition techniques \cite{8}. Specifically, the reduction based on PCA, we can find some contributions that apply PCA with prediction to improve the reduction \cite{6}. Meanwhile, to provide the reduction in WSNs, it is necessary to evaluate some parameters in more details, such as the reduced data quality, energy consumption and delay. Differently of cited works, all of these aspects are focused and evaluated in this paper.

This paper is organized as follow. Section 2, we discuss the problem of multivariate reduction in WSNs. The proposed solution is presented in Section 3. The evaluation of the reduced data representativeness is shown in Section 4 and the network behavior is presented in Section 5. Finally, Section 6 presents the conclusions and future directions of this work.
2 Problem Definition

The multivariate reduction problem in WSNs can be stated as follows: “Considering an application for air quality monitoring generating multivariate data, is it possible to use a WSN infrastructure which reduces data based on PCA maintaining the data representativeness and reducing energy consumption and delay on the network?”

To address this problem, the scope of this work consider the following assumptions:

- **Sensing moment reduction**: The application needs to reduce the data only in sensing moment. In this case, there are sensors array devices which collect, simultaneously, different organic compounds. Such device, considered as sensor node, can reduce the multivariate data after different environment samplings, avoiding unnecessary data traffic on the network.

- **Maximum reduction supported**: In this case, we need to identify what is the maximum level of reduction supported in the air quality monitoring application where the data representativeness is not compromised. To identify the maximum reduction, we set empirically values for the reduction in \( n/2 \) and \( \log n \), where \( n \) is the number of data collected by each sensor. It is important to emphasize that when considering other applications different values should be evaluated.

- **Data representativeness**: Each application has its own requirements for quality, and so, for each application, different evaluation metrics can be employed. Considering application for the monitoring of air quality, we used hypotheses test and relative absolute error [4] since such test is suitable for this application.

Specifically, to data representativeness was used the hypothesis test Analysis of Variance (ANOVA), calculated through statistical program \( R \). The calculation is given by \( F = D_D^2/D_W^2 \), where \( D_D^2 \) represents spread between sets and \( D_W^2 \) the spread within the joints. Based on this calculation, the \( p\)-value is used to determine if the null hypothesis \( H_0 \) must be accepted or rejected. In this case, to accept the null hypothesis indicates that there is no significant difference between the variances of the two sets. By convention, \( \Phi \) will be used to indicate the use of this test.

The absolute relative error considers a comparison between the averages of original and reduced data. This error is given by \( \mathcal{Y} = 100 \text{Max}\{ (X - \overline{Y})/\overline{X} \} \), where \( \overline{X} \) and \( \overline{Y} \) are the average of the original values and the reduced values, respectively. The \( \mathcal{Y} \)-error is calculated for each sensor and only the highest of them, situation where the technique is the worst, will be used.

3 Multivariate Reduction

This section presents the PCA-based algorithm used to reduce multivariate data in air quality monitoring applications. The main goal is generating a new data collection keeping the original data set characteristics with minimal loss of information.

In our sample algorithm, initially, a data classification is made based on the first principal component obtained through PCA. This classification groups the data considering the biggest, smallest, and intermediate values of the first principal component. Our sample algorithm uses only the biggest values classified because the pollution levels identified in air monitoring applications, generally, consider the components positively different to identify anomalous behaviors that indicate a higher pollutants concentration.

In order to illustrate multivariate generated data in this application, consider the matrix \( X_n \) the input data, where \( n > 0 \) represents the values monitored by each sensor and \( m \geq 1 \) represents the sensors responsible for obtaining environmental information. Thus, to reduce \( X \), it is possible to consider three steps. The original set of sensory data \( X \) is used to calculate the principal components \( C \) in step 1. In step 2, first component \( C_1 \) is selected and sorted. The positions of biggest values in \( C_1 \), representing data positively different from \( X \) are used to determine positions of the lines in \( X \) that will compose the reduced data \( Y \). Reduced data set \( Y \) containing the lines of \( X \) more representative for the application is obtained in step 3.

The pseudo-code is shown in Algorithm 1. In line 1, we have the calculation of the principal components. The complexity order of PCA calculation can be estimated in \( O(m^2m' + m^2n) \), where \( m \) refers to original data dimension (number of sensors), \( m' \) is the reduced data dimension and \( n \) is the amount of generated data. According to [9], if \( m > m' \) and \( m > n \), the complexity order can be estimated in \( O(m^2) \). As in this case \( m = m' \) and \( m < n \), we have \( O(m^2n) \).

**Algorithm 1 Multivariate reduction**

Require: \( X \) – input data, \( r \) – reduction size

Ensure: \( Y \) – reduced data

1. \( C \leftarrow \text{calculatePca}(X) \)
2. \( I \leftarrow \text{sort}(C_1) \quad * C_1 \text{ is the first component of } C *1 \)
3. \( I \leftarrow \text{sort}(I, r) \quad * I \text{ are the more relevant values of } C_1 *1 \)
4. for \( i \leftarrow 1 \) to \( r \) do
5. \( Y_i \leftarrow X_{I_i} \)
6. end for

In line 2, first component \( C_1 \) is sorted, where the index \( I \) of the more relevant values are obtained. Its complexity order is \( O(n \log n) \), since \( |C_1| = n \). Line 3 has the sort of vector \( I \), considering only the \( r \) first index, to maintain the arrival order of the items chosen for \( Y \). Complexity order

---

\[1\text{The R Project for Statistical Computing – http://www.r-project.org/}\]
of sort is $O(r \log r)$. Lines 4 – 6 built the reduced output data, whose complexity order is $O(r)$.

4 Data Representativeness Evaluation

Data quality evaluation considers air quality synthetic data sets to represent the situations in which the reduction is used in sensing phase. Simulations were performed through algorithms implemented in the statistical program R. We use for data representation the multivariate distributions normal and skew-normal. Thus, each scenario was executed with 93 different data sets. For each one, the results of $\Phi$ and $\Upsilon$, described in the Section 2, are analyzed.

The normal and skew-normal data generation was done from five media, chosen to simulate sensing of five different variables. The used values for the averages were 10, 30, 50, 70, 90, with a standard deviation of 10%. Generated data size was varied in $n = \{256, 512, 1024, 2048\}$ and we applied the reductions $n/2$ and $\log n$.

The first analysis of data representativeness consider $\Phi$, that represents the ANOVA test. The results indicate that there are no significant differences between the variances of the original data and the reduced data. As shown in Table 1, the the lowest value was equal to 0.69 and show a high level of significance, since values above 0.05 are satisfactory to accept the hypothesis.

<table>
<thead>
<tr>
<th>Distribution</th>
<th>$(n = 256)$</th>
<th>$(n = 512)$</th>
<th>$(n = 1024)$</th>
<th>$(n = 2048)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>normal</td>
<td>0.89 0.85</td>
<td>0.83 0.87</td>
<td>0.76 0.86</td>
<td>0.72 0.84</td>
</tr>
<tr>
<td>skew-normal</td>
<td>0.88 0.86</td>
<td>0.84 0.85</td>
<td>0.80 0.84</td>
<td>0.69 0.85</td>
</tr>
</tbody>
</table>

The second analysis, $\Upsilon$-error, represents the relative absolute error illustrated in Figure 1. In this case, we consider the monitoring realized by 5 sensors. Results show that the $\Upsilon$-error, in the worst case (reduction $\log n$), the largest error was approximately 6% with the skew-normal distribution, due to the small number of details that were transmitted. These errors can be explained by the fact of only one sensor monitors each variable and thus there is no replication of data from different sensors. However, an important observation is that when the amount of generated data is increased, the technique presents practically the same performance, which demonstrates its scalability.

5 Network Behavior

It is known that communication consumes a lot of energy in WSNs. Thus, reducing the amount of transmitted data also reduces the energy consumption. The network behavior study shows the benefits of reducing the amount of data in terms of energy consumption and delay to deliver data to sink. It is important to emphasize that in the simulations we evaluated only the criteria identified as relevant to investigate the network behavior.

Regarding the simulation, the network behavior evaluation is performed through the Network Simulator 2 version 2.33. The simulation was executed with 33 random topologies and the results are presented with symmetrical asymptotic confidence interval of 95%.

Considering the network topology, we used a flat network that uses a routing algorithm based on tree of smaller way and all nodes have the same hardware configuration. The trees are built only once before the traffic begins, and the source nodes are randomly distributed in the air quality sensory region.

The network size varies with density and is obtained through $\text{net}_{t} = \sqrt{\pi} a_s^2 |S|/8$, 4791, where $a_s$ is the radio range and $S$ the sensors number. The size of the queue supported by each node varies with the amount of sensory data. The time for simulation is 1100s and the rates of traffic of 500s and 600s. The radio range is 50m, the bandwidth is 250 Kbps and the initial energy is 100J.

In this evaluation, we varied data size in $n = \{256, 512, 1024, 2048\}$, used a fixed number of sensors $m = 5$. The number of nodes on the network was set at 256 and only one source node is used. Again, to evaluate the performance of the algorithm it was used the reductions $n/2$ and $\log n$. Figure 2 shows the delay observed. As expected, delay diminishes significantly when we reduce the amount of transmitted data.

The same behavior was observed for energy consumption. As shown in Figure 3, when we reduce the amount of data, the energy consumption also diminishes considerably.
As future work, we intend to apply the proposed method to process sensed data at leader node and through the routing task. Furthermore, we intend to improve the evaluation of the reduction impact in the network behavior. We also plan to evaluate other solutions of multivariate data classification.
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